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Abstract  
A detailed multi-purpose reaction mechanism for ethanol combustion was developed for the use in high-fidelity 

numerical simulations describing ignition, flame propagation and species concentration profiles with high accuracy. 

Justified by prior analysis, an optimization of 44 Arrhenius parameters of 14 crucial elementary reactions using several 

thousand direct and indirect measurement data points was performed, starting from the ethanol combustion mechanism 

of Saxena and Williams (2007). The final optimized mechanism was compared to 13 reaction mechanisms frequently 

used in ethanol combustion with respect to their accuracy in reproducing the various types of experimental data. 

 
Introduction 

Ethanol is widely used as a renewable alternative fuel 

and gasoline additive. In the last decade, a considerable 

growth in the worldwide production of fuel ethanol was 

observed, with the United States being the most notable 

producer, followed by Brazil, the European Union and 

China [1]. While E10, E15 or other low-level blends are 

widely available in most industrialized countries nowa-

days, E85 (i.e. a fuel blend of 85% v/v ethanol and 15% 

v/v gasoline) and pure ethanol gained importance only in 

recent years. In spite of the widespread use of ethanol in 

automotive engines, not all details of the chemistry re-

lated to ethanol combustion are fully understood. De-

scribing the combustion kinetics of ethanol with higher 

accuracy has high scientific and practical significance, 

and can contribute to the development of more efficient 

car engines with lower pollutant emissions. 

The aim of this work is to develop a robust and well-

performing detailed mechanism for ethanol combustion 

following a hierarchical mechanism optimization ap-

proach. This has two implications: First, the developed 

mechanism should be “backwards-compatible” and de-

scribe smaller combustion systems such as hydrogen and 

syngas accurately. Second, the optimization targets to-

gether with the reactions to be optimized shall be in-

cluded in a step-by-step strategy, in increasing order of 

the number of reactions that are influential for the respec-

tive sub-group of optimization targets in each step. 

Thereby, the process of converging towards an optimal 

set of rate parameters can be accelerated. 

 

Collection of indirect experimental data 

A large amount of experimental work has been pub-

lished on ethanol combustion (Table 1). Flame velocities 

were measured in spherical bombs [2-18], heat flux burn-

ers [19-27], using the counterflow twin-flame technique 

[28, 29] or a stagnation-point flat flame burner [30]. 

These literature data cover preheat temperatures of 298–

500 K, initial pressures of 0.9–13.8 atm and equivalence 
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ratios of φ = 0.55–1.82. Except for Nauclér and co-work-

ers [23, 24] , who carried out measurements in Ar and 

CO2 dilution with pure O2 oxidizer, all flame studies were 

carried out with (dry or wet) air. 

Ignition delay times were measured in shock tubes, 

either using Ar and Ne/Ar diluents [17, 31-35] (φ = 0.25–

2, conditions behind the reflected shock wave: p5 = 0.9–

16.9 atm, T5 = 980–2222 K) or air [36-39] (φ = 0.3/1.0, 

p5 = 8.9–91.5 atm, T5 = 778–1411 K) to dilute the fuel-

oxygen mixture. Time-to-ignition data measured in a 

rapid compression machine (RCM) were published by 

[40] (φ = 0.3, Tc = 831–983 K, pc = 10–50 bar). Further 

measurements can also be found in literature [37]. 

In addition to flame velocity and ignition delay data, 

a large variety of concentration profiles were recorded in 

jet-stirred reactors [41, 42], flow reactors [43-46] and 

shock tubes [17, 47] various conditions (φ = 0.03–5, p = 

1–12 atm, T = 760–1700 K).  

For a number of reasons some experimental data were 

not or could not be used in the present work. In a previous 

study [24] it was found that none of the tested reaction 

mechanisms was able to describe the flame velocity data 

of [30], indicating that these measured values are some-

what contradictory to all other collected data. The 298 K 

series in [28] was disregarded, as it was obtained from 

extrapolating data measured at higher temperatures. As 

for RCM data, pressure profiles required to perform sim-

ulations could not be obtained from the authors [37], or 

just partially [40]. Some speciation data (e.g. one dataset 

in [44]) were inconsistent with other data.  

A database for ethanol combustion was created from 

these experimental data, containing several thousand data 

points, which was used in the optimization and to com-

pare the mechanism performances. Flame speciation data 

were also collected from literature, but not included here. 

 

The base mechanism and reactions to be optimized 

The mechanism of Saxena and Williams [48] was 

chosen based on its overall good performance in predict-   
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Table 1: Overview of the indirect measurements used in 

this work by the type of measurement and experimental 

facility. The numbers of included datasets and data points 

as well as the diluent systems are indicated (most fre-

quently used diluent systems come first). 

Type of measurement 

experimental facility 
Data-

sets 
Data 

points 
Diluent systems 

Ignition delay times 36 425 
Ar, N2, Ar/N2, 

Ne/Ar 

Shock tube 33 405 Ar, N2, Ne/Ar 

Rapid compression machine 3 20 Ar/N2 

    

Concentration  

measurements* 
47 11245 

Ne/Kr, N2, 

Ne/Ar, N2/H2O 

Flow reactor concentration–
time profiles 

14 1322 N2 

Flow reactor outlet concen-

trations** 
10 459 N2/H2O 

Jet-stirred reactor outlet 

concentrations (JSR) 
9 593 N2 

Shock tube concentration–
time profiles 

14 8871 Ne/Kr, Ne/Ar 

    

Flame velocity  

measurements 
117 937 

N2, N2/H2O, Ar, 

CO2, N2/Ar 

Outwardly/ spherically 
propagating flame 

70 479 
N2, N2/H2O, 
N2/Ar 

Counterflow twin-flame 4 89 N2 

Heat flux method  43 369 
N2, Ar, CO2, 

N2/H2O 

* Only major species considered here. These are: C2H5OH, O2, CO, 

CO2, H2, H2O, CH4, C2H2, m/z = 28 (i.e. a superposition of CO and 
C2H4) in [17] and C2Hn in [47]. Each species is internally counted 

as separate data point. Example: a measurement series (i.e. dataset) 

in which 10 species were recorded at 5 times/distances/tempera-
tures has 10x5 = 50 data points. 

** Fuels used in the experiments: C2H2+C2H5OH: 288 data points/ 

6 datasets, pure C2H5OH: 135/3, pure C2H2: 36/1 

 

ing the measured data. The H2/CO core of the original 

mechanism (reactions 1 to 30) was replaced by the opti-

mized syngas mechanism developed in our earlier work 

[49]. Therefore, it was necessary to add the excited radi-

cal OH* to the mechanism. Furthermore, the interaction 

of OH* with CH4 was considered [50]. Noble gases Kr 

and Ne were added to the mechanism as they are used as 

bath gases in experimental studies. 

Apart from the H2/CO core, only one more change 

was carried out in comparison to the original Saxena-

Williams-2007 mechanism: CH3CHO decomposition 

was defined as pressure-independent and only consider-

ing the dominant route to the products CH3 and HCO (re-

action 147 in [48]). As in the recent work of Metcalfe et 

al. [51], we followed the suggestion of Sivaramakrishnan 

et al. [52] to assume pressure dependence and to add a 

second branch yielding CH4 and CO to the base mecha-

nism. 

As it will be shown in Table 3, the modification of the 

H2/CO chemistry and the structural change in the 

CH3CHO decomposition step already led to an improve-

ment of the overall performance compared to the original 

mechanism, while there was a moderate increase in the 

size of the mechanism (49 species/251 reactions com-

pared to 46/235 in [48], if NOx chemistry is disregarded). 

A brute-force first-order local sensitivity analysis at 

the conditions of the indirect experimental data was car-

ried out using the base mechanism. For each simulated 

experimental data point, the sensitivities of the simula-

tion result corresponding to a 5% change of the A-factors 

of each reaction step and (if applicable) to the third body 

efficiencies were calculated. The rate parameters of those 

reactions were selected for optimization that produced 

high sensitivity coefficient values at several experimental 

conditions. A list of the chosen rate parameters is given 

in Table 2. Altogether, 44 Arrhenius parameters of 14 re-

actions were selected. For reactions R176 and R177, both 

the high-pressure limit (HPL) and the low-pressure limit 

(LPL) Arrhenius parameters were optimized, for R68 

only the LPL ones. For most selected reactions, all three 

Arrhenius parameters (A, n, E) were optimized. In the 

case of reactions R60, R176 (LPL only) and R177, the 

two Arrhenius parameters A and E were sufficient to de-

scribe the temperature dependence of the rate coefficient. 

In two other cases, a three-parameter description was pre-

ferred over the temperature-independent (reaction R63) 

or the (A, E)-type parametrization (HPL of R176) sug-

gested by Saxena and Williams [48]. 

If available from literature, direct measurements of 

the rate coefficients at conditions relevant in combustion 

were collected for the selected reactions and used as ad-

ditional targets in the optimization. For H abstraction 

from C2H5OH by OH (reactions R178 to R180 in the base 

mechanism), data of [53-60] was used, in total 124 data 

points in 13 datasets within a temperature range of 295–

1297 K. Direct rate coefficient measurements for the 

C2H5OH decomposition channels (R176, R177) were 

collected from [54, 61-64], in total 195 data points in 16 

datasets within a range of T = 840–1899 K. A single 

measured value of [65] at T = 423 K was used to delimit 

the rate coefficient of C2H5OH+CH3 = CH3CHOH+CH4 

(R188) at low temperatures. For the reaction C2H4+OH = 

C2H3+H2O (R104), 27 data points in 3 datasets were col-

lected from [66-68], covering T = 651–1746 K. 

 

The prior uncertainty domain of the parameters 

Global parameter optimization methods require the 

definition of a domain of uncertainty of the parameters, 

because the optimal parameter set is sought within this 

domain. The aim of the present optimization was to find 

physically realistic rate parameters. Therefore, the prior 

uncertainty domain of rate parameters had to be deter-

mined from direct measurements and theoretical calcula-

tions found in the literature. Articles that report the re-

sults of direct measurements provide the values of the 

measured rate coefficient of an elementary reaction at 

various temperatures, pressures and possibly using dif-

ferent bath gases. 

The method for determining the prior uncertainty do-

main of the Arrhenius parameters has previously been de-

scribed [69] for two elementary reactions and been ap-

plied to 22 reactions of the H2/CO system in [70]. For 

each elementary reaction investigated, all direct measure-

ments and theoretical determinations of the rate coeffi-

cient were collected from the NIST Chemical Kinetics 
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Database [71] and from review articles [36, 41, 48, 51, 

72]. On an Arrhenius plot, the temperature dependence 

of ln k outlines an uncertainty band of the rate coefficient. 

The distance of the kmin and kmax limits from the centerline 

defines the temperature-dependent uncertainty parameter 

f(T). The f(T) points were converted to the prior covari-

ance matrix of the Arrhenius parameters for each inves-

tigated reaction step [69, 73]. This covariance matrix 

characterizes the joint posterior uncertainty domain of 

the parameters. Also, the width of the uncertainty band 

was used as the limiting value of the acceptable rate co-

efficients during the optimization. Reactions R68 and 

R104 could be treated this way and a normal probability 

distribution was assumed for these reactions. For all other 

reactions, very little literature information was available 

and constant f values were estimated based on these 

scarce data and a uniform probability distribution had to 

be assumed. Values of f(T) for each optimized reaction 

can be found in Table 2. 

 

Parameter optimization 

The global parameter optimization method applied 

here has been described in detail in [69]. Its use has been 

successfully demonstrated in [74-76]. The first round of 

optimization was carried out using response surfaces for 

all types of data except for concentration–time profiles. 

Starting from the parameter set obtained using these sur-

rogate models, response surfaces were used in the second 

round of optimization for laminar flames only, which are 

computationally expensive if calculated directly. This 

two-step approach has been used successfully in [76]. 

The optimal set of parameters was obtained by the 

minimization of the following objective function: 
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Here N is the number of datasets and Ni is the number 

of data points in the ith dataset. The value
exp

ijy  is the jth 

measured data point in the ith dataset. For the indirect 

measurement data, the modeled value is 
mod

ijY , obtained 

from a simulation using an appropriate detailed mecha-

nism, which can be understood as a given set of rate pa-

rameters, p. For the direct measurements, 
mod

ijY  corre-

sponds to the calculated rate coefficient at a given tem-

perature, pressure, and diluent composition. During the 

optimization, multiple parameter sets p are created, the 

corresponding E(p) values are evaluated and the lowest 

value is accepted as the new optimum. 

The standard deviation of an experiment was deter-

mined for each dataset separately, based on the scatter of 

the data and experimental uncertainties, if reported. Con-

stant absolute error (  )( exp

ijy is identical for all j) was as-

sumed for the measured flame velocities and species pro-

files, in this case ijij yY   applies. Constant relative error 

(  )( exp

ijy is identical for all j and thus ijij ln yY  ) was as-

sumed for the ignition delay measurements and the rate 

coefficients determined in direct experiments. 

The optimization involved the fitting of 44 parame-

ters to several thousand data points which is a computa-

tionally challenging task, therefore a systematic hierar-

chical optimization strategy was devised. In the first op-

timization step those experimental data were selected as 

optimization targets that were sensitive only to the pa-

rameters of the lowest number of reactions (R116 and 

R104). Then more and more experimental data and the 

corresponding influential reactions were included fol-

lowing the same concept and all parameters considered 

up to that point were optimized. This resulted in the in-

clusion of further reactions in the following order: R179, 

R63, R176 (HPL), R196, R180, R177 (HPL), R190, 

R178, R176 (LPL), R182, R60, R68 (LPL), R188 and 

R177 (LPL). 

Reaction CH3CH2O+M = CH3CHO+H+M (R195) 

was included in the first round of optimization, but the 

calculated posterior uncertainty domain was very large, 

indicating that the datasets do not contain enough infor-

mation to describe this reaction quantitatively. Further 

somewhat important C1/C2 reactions include CH3+O2 = 

CH2O+OH (R64), C2H3+H = C2H2+H2 (R113), 

C2H5OH+HO2 = CH2CH2OH+H2O2 (R191) and 

CH3CHO = CH3+HCO (R162). However, the rate param-

eters of these reactions were only important at few con-

ditions only and were not included in the present optimi-

zation. 

 

The optimized mechanism 

In the final optimization cycle, 400 shock tube igni-

tion data points were used together with 18 RCM data 

points, 762 flame velocity measurements, 1791 species 

concentration points from flow reactors, 569 jet-stirred 

reactor data points and 10785 points from shock tubes 

(including CH3CHO profile points) and 347 direct meas-

urements. Table 2 presents the optimized values of the 

rate parameters compared to the original values in [48]. 

Table 3 shows that compared to the original 

SaxenaWilliams-2007 and the base mechanism, the over-

all value of the objective function decreased significantly 

as a result of the optimization. Also, the description of 

the experimental data improved for ignition delay times 

and concentration profiles, while it became slightly 

worse for measured flame velocities. 

The covariance matrix of all optimized parameters 

was calculated as in [69, 76]. The calculated posterior un-

certainty limits can only be meaningful in a temperature 

range for which combustion data was included in the op-

timization, (approx. 750 – 2400 K, i.e. 1000 K/T ≈ 0.42–

1.33). If at the extremes of this range, none of the exper-

imental data is sensitive to a certain reactions, the infor-

mation content of the respective uncertainty limits can be 

much lower, in other words, they can be much wider than 

the prior uncertainty limits. This behavior can be ob-

served e.g. for R188 and R104 at high temperatures (see 

Fig. 1). For most other reactions, the uncertainties of k 

could be effectively reduced in the whole temperature 
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Table 2. Reactions selected for optimization, the rate parameters in the base mechanism (taken from [48]) and the 

optimized values of the parameters. Units are in cm, mol, K and s. Values of the prior and posterior uncertainty pa-

rameters are given for the temperature range of 500–2500 K. 

No. Reaction string fprior fposterior Aorig norig Eorig Aopt nopt Eopt 

R60 CH3+OH = CH2(S)+H2O 1.0 0.67–0.95 4.000E+13 – 1259.38 4.466E+12 – 981.62 

R63 CH3+HO2 = CH3O+OH 1.0 0.63–1.04 5.000E+12 – 0 4.878E+03 2.276 -2771.60 

R68 LPL H+CH3+M = CH4+M 0.70–1.06 0.22–0.54 2.470E+33 -4.760 1227.98 1.503E+31 -4.121 -240.91 

R104 C2H4+OH = C2H3+H2O 0.32–0.73 0.18–0.80 5.530E+05 2.310 1491.53 4.770E+05 2.232 1198.33 

R116 C2H3+O2 = CH2CHO+O 0.4 0.30–0.76 7.000E+14 -0.611 2648.43 4.703E+03 2.677 340.73 

R176 HPL C2H5OH = CH3+CH2OH 1.0 0.52–0.72 5.000E+15 – 41268.25 2.993E+29 -4.248 43149.57 

R176 LPL C2H5OH +M = CH3+CH2OH+M 1.0 0.50–0.66 3.000E+16 – 29189.73 3.012E+17 – 29215.00 

R177 HPL C2H5OH = C2H4+H2O 1.0 0.15–0.45 8.000E+13 – 32712.63 3.773E+13 – 33215.34 

R177 LPL C2H5OH+M = C2H4+H2O+M 1.0 0.42–0.56 1.000E+17 – 27176.65 9.951E+17 – 27191.22 

R178 C2H5OH+OH = CH2CH2OH+H2O 1.0 0.13–0.48 1.810E+11 0.400 360.85 1.468E+26 -4.138 3163.38 

R179 C2H5OH+OH = CH3CHOH+H2O 1.0 0.42–1.07 3.090E+10 0.500 -191.24 7.247E+11 -0.060 -296.39 

R180 C2H5OH+OH = CH3CH2O+H2O 1.0 0.23–0.44 1.050E+10 0.800 360.85 8.981E+03 2.867 185.05 

R182 C2H5OH+H = CH3CHOH+H2 1.0 0.32–0.65 2.580E+07 1.600 1424.26 6.928E+25 -3.837 4938.97 

R188 C2H5OH+CH3 = CH3CHOH+CH4 0.4 0.35–0.70 7.280E+02 3.000 4001.01 1.103E+08 1.540 5370.84 

R190 C2H5OH+HO2 = CH3CHOH+H2O2 1.0 0.07–0.85 8.200E+03 2.500 5435.33 2.689E+27 -4.343 10516.47 

R196 LPL CH3CH2O+M = CH3+CH2O+M 0.7 0.8–0.92 5.350E+37 -7.000 11977.86 4.001E+30 -5.070 10429.13 

 

 
Fig. 1. Arrhenius plots of the initial and optimized rate coefficients with their prior and posterior uncertainty ranges 

for the 16 optimized reactions. Rate coefficient units are s-1 for the high-pressure limits (HPL) of reactions R176 and 

R177, and cm3 mol-1 s-1 for the other reactions.  
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Table 3. Comparison of error function values by experiment type and overall between 13 recently published mecha-

nisms, the base mechanism for optimization (see text) and the new optimized mechanism. The corresponding number 

of data points and datasets for each column are denoted below the double solid line. Solvers of the CHEMKIN-II 

package (CK) were used. For premixed flames, simulations were also performed with OpenSMOKE (OS). 

Mechanism ID 
Ignition delay times Flame velocities Major species profiles* Overall 

CK CK OS CK CK only OS for flames 

Kathrotia-2011** 185.7 – 160.5 357.2 – 211.2 

Konnov-2009 92.6 – – 1179.9 – – 

Leplat-2010 66.5 10.6 10.5 116.2 45.5 45.4 

Marinov-1999 92.0 – 26.3 109.2 – 57.6 

RDmech-2009 85.6 41.8 21.9 1272.5 338.9 327.3 

RöhlPeters-2009 90.7 13.2 21.0 96.0 46.6 51.2 

SanDiego-2014 32.4 61.0 38.6 5019.8 1221.2 1208.1 

SaxenaWilliams-2007 83.7 22.6 11.9 248.7 86.7 80.5 

Zaragoza-2011 65.1 – – 133.1 – – 

DagautTogbé-2012** 72.8 – 250.7 89.7 – 180.9 

Ogura-2007 98.2 – – 105.3 – – 

UCL44f-2013 76.6 – – 215.4 – – 

ZhongZheng-2013*** 82.9 10.9 11.4 915.4 236.4 236.7 

Base mechanism 68.5 14.9 11.2 144.4 55.0 52.8 

New optimized mechanism 18.1 (1st)  20.8 (4th) 26.3 (6th) 65.3 (1st) 30.8 (1st) 34.0 (1st) 

No. of data points 36 117 47 200 

No. of datasets 425 937 11245 12607 

* Major species are: C2H5OH, O2, CO, CO2, H2, H2O, CH4, C2H2, m/z = 28 (i.e. a superposition of CO and C2H4) in [17] and C2Hn in [47]. 

** For flame simulations, all species with ≥ 4 C atoms were removed from the mechanisms, together with all reactions in which they participate. 

*** In shock tube simulations, dp/dt was chosen as an ignition criterion wherever necessary, as the CH radical is not defined in the mechanism. 
For flame simulations, all species with ≥ 6 C atoms were removed from the mechanisms, together with all reactions in which they participate. 

– Some simulation results are not (yet) available. Overall results were not generated. 

 
range of interest as a result of optimization. The obtained 

branching ratios of H abstraction from C2H5OH by OH at 

900 K (kα/ksum = kR179/ksum = 48%, kβ/ksum = kR178/ksum = 

12%, kOH/ksum = kR180/ksum = 40%) are considerably dif-

ferent from most of the branching ratios found in the re-

view article of Sarathy et al. [77], but are similar to the 

recently obtained data of [59] regarding the importance 

of abstraction from the OH site. The issue of branching 

ratios requires further attention in future optimizations. 

 

Comparison to published ethanol mechanisms 

In recent years, detailed ethanol combustion mecha-

nisms were published by Kathrotia [78] (63 species/420 

reactions, with NOx chemistry), Konnov [79] (129/1231, 

developed for C2/C3 hydrocarbons and oxygenates), 

Leplat et al. [41] (60/397), Marinov [72] (57/383), Herz-

ler and Naumann [80] (64/399, “RD mech”), the San Di-

ego group [81] (50/244, optionally with NOx), Saxena 

and Williams [48] (59/288, with NOx) and the Zaragoza 

group [82] (79/536, with NOx). Röhl and Peters [83] pub-

lished a reduced, but still comparatively comprehensive 

ethanol mechanism (38/228). Ethanol mechanisms em-

ploying the PLOG formalism to describe pressure de-

pendence were published by Metcalfe et al. [51] and the 

NTUA group [84]. Unfortunately, these could not be 

used in the present paper since PLOG is not implemented 

in the original CHEMKIN-II solvers. Larger mechanisms 

also tested against ethanol data and used for comparison 

in the present work were published by the UCL group 

[85] (benzene), Dagaut and Togbé [86], Ogura et al. 

[87] and Zhong and Zheng [88] (all iso-octane). 

Inert species Kr and Ne were added to all mecha-

nisms, assuming unit third body collision efficiencies for 

all low-pressure reactions. Similarly, Ar was added to the 

Marinov-1999 and RöhlPeters-2009 mechanisms. 

While only ranked 4th (based on CHEMKIN-II-

results) for flame velocities among the investigated 

mechanisms, the major strength of the newly optimized 

mechanism is its improved accuracy in 0D simulations. 

Ignition delay times and especially concentration profiles 

are – on average – predicted more accurately. Conse-

quently, it is the overall best mechanism in the present 

comparison. 

Mechanisms such as Leplat-2010 and ZhongZheng-

2013 are (on average) relatively insensitive towards the 

choice of flame solver. Other mechanisms – including the 

new optimized mechanism – show largely differing aver-

age E values for the CHEMKIN-II (CK) and 

OpenSMOKE (OS) simulations. This corresponds to dif-

ferences in the simulation results that can be as large as 

(SL,CK – SL,OS) = –2…+7 cm/s depending on the mecha-

nism, which requires further analysis. 

 

Conclusions 

An optimization of a detailed ethanol combustion 

mechanism starting from the one of Saxena and Williams 

[48] is demonstrated in the present article. A large 

amount of experimental data was collected from the lit-

erature including ignition delay time, flame velocity, and 

concentration profile measurements and direct measure-

ments of rate coefficients. As a results of local sensitivity 

analysis, 44 Arrhenius parameters of 14 elementary reac-

tions were identified which were optimized. All available 

direct measurements and theoretical determinations re-

lated to these reactions were used to outline the prior un-

certainty domain of the rate coefficients. The optimiza-

tion provided optimized values for all parameters as well 

as posterior uncertainty bands for the rate coefficients. 
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The performance of the optimized mechanism was com-

pared with those of several published mechanisms. It was 

shown that the optimized mechanism clearly provides the 

overall best description of the currently available experi-

mental data, while the optimized rate coefficients are 

consistent with the respective direct measurements and 

literature values. 

The complete optimized mechanism in CHEMKIN 

format is available on request from the authors. 
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