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A large set of experimental data was accumulated for syngas combustion: ignition studies in shock tubes
(732 data points in 62 datasets) and in rapid compression machines (492/47), flame velocity determina-
tions (2116/217) and species concentration measurements from flow reactors (1104/58), shock tubes
(436/21) and jet-stirred reactors (90/3). In total, 4970 data points in 408 datasets from 52 publications
were collected covering wide ranges of temperature T, pressure p, equivalence ratio u, CO/H2 ratio and
diluent concentration Xdil. 16 recent syngas combustion mechanisms were tested against these experi-
mental data, and the dependence of their predictions on the types of experiment and the experimental
conditions was investigated. Several clear trends were found. Ignition delay times measured in rapid
compression machines (RCM) and in shock tubes (ST) at temperatures below 1000 K could not be
well-predicted. Particularly for shock tubes, facility effects at temperatures below 1000 K could not be
excluded. The accuracy of the reproduction of ignition delay times did not change significantly with pres-
sure. The agreement of measured and simulated laminar flame velocities is better at low initial (i.e. cold
side) temperatures, at fuel-lean conditions, for CO-rich and highly diluted mixtures. The reproduction of
the experimental flame velocities is better when these were measured using the heat flux method or the
counterflow twin-flame technique, compared to the flame cone method and the outwardly propagating
spherical flame approach. With respect to all data used in this comparison, five mechanisms were
identified that reproduce the experimental data similarly well. These are the NUIG-NGM-2010,
Kéromnès-2013, Davis-2005, Li-2007 and USC-II-2007 mechanisms, in decreasing order of their overall
performance. The influence of poorly reproduced experiments and weighting on the performance of
the mechanisms was investigated. Furthermore, an analysis of local sensitivity coefficients was carried
out to determine the influence of selected reactions at the given experimental conditions and to identify
those reactions that require more attention in future development of syngas combustion models.

� 2014 The Combustion Institute. Published by Elsevier Inc. All rights reserved.
1. Introduction

In recent years, there has been an increased interest in studying
the combustion of fuel mixtures consisting of carbon monoxide
and hydrogen, referred to as syngas or ‘‘wet CO’’. These fuels can
be produced from coal and biomass via gasification, and are con-
sidered to be a promising option toward cleaner combustion tech-
nologies for power generation [1]. The chemistry of syngas
combustion forms the basis of the combustion of hydrocarbons
and oxygenates, and has been the subject of many experimental
and modeling studies for decades. Several new syngas combustion
mechanisms have been published in the last ten years. In these
publications, the agreement between the measurements and the
simulations is typically characterized by plots, in which the exper-
imental data and the simulation results are depicted together.
However, quantitative agreement of a large number of simulation
results with the corresponding experimental data has not been
investigated. A quantitative evaluation enables the modeler to dis-
tinguish experiments that are well reproduced by simulations from
those that are insufficiently described, which may have implica-
tions for model developers in the choice of development targets
as well as for experimentalists in the design of new experiments.
Furthermore, such a procedure allows for the detection of
strengths and weaknesses of the mechanisms in certain ranges of
operating conditions. Knowledge about the specific behavior of a
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mechanism is a necessary first step in attempts to reduce modeling
uncertainties during mechanism development and optimization.

A similar comparison of reaction mechanisms for hydrogen
combustion based on the quantitative characterization of the
reproduction of experimental data was recently elaborated [2].
The present work has several novelties compared to this previous
paper and other publications on the investigation of syngas com-
bustion. The comparison performed here, on a very comprehensive
set of experiments, is much wider ranging than those used in the
previous investigations; various measurement types (ignition
delay time, species concentration profile and flame velocity) and
experimental techniques (e.g. shock tube and RCM experiments)
are included in the analysis. The performance of 16 syngas com-
bustion mechanisms is compared in detail, and the conclusions
drawn are supported by reproducible numbers. Furthermore, the
influence of data weighting to reduce the effect of multiple
repeated measurements is described.

2. Methodology

In this work the agreement of experimental and simulation
results is investigated using the following objective function:
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Here N is the number of datasets and Ni is the number of data points
in the ith dataset. Values yexp

ij and rðyexp
ij Þ are the j-th data point and

its standard deviation, respectively, in the ith dataset. The corre-
sponding simulated (modeled) value is Ysim

ij obtained from a simu-
lation using an appropriate detailed mechanism and simulation
method. If a measured value is characterized by absolute errors
(the scatter is independent of the magnitude of yij), then Yij = yij.
We used this option for laminar flame velocities and measured
concentrations. If the experimental results are described by relative
errors (the scatter is proportional to the value of yij), then we used
the option Yij = ln(yij), which is characteristic for ignition time mea-
surements. Error function values Ei and E are expected to be near
unity if the chemical kinetic model is accurate, and deviations of
the measured and simulated results are caused by the scatter of
the experimental data only. Note that due to the squaring in the
definition of E, a twice as high deviation of the simulated and exper-
imental values of one mechanism in comparison to another leads to
a four times higher value of E. This objective function has been used
in our previous studies on the comparison of reaction mechanisms
[2] and the estimation of rate parameters from experimental data
[3–6].

In addition to the average error function E, the average absolute
deviation D was used to characterize the behavior of the
mechanisms:
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with the absolute deviation belonging to an individual data point Dij

and using the same transformation yij ? Yij as given above. In
contrast to E, the sign of the difference Ysim
ij � Yexp

ij is maintained
in the definition of D. In contrast to our previous work [2], we mod-
ified the above equation by dividing Dij by the estimated standard
deviation. This allows for a better comparison of data obtained from
different types of experiments with respect to their D values. The
drawback of the D value is that positive and negative deviations
in different data points can cancel each other out and the resulting
averaged value would suggest an unrealistically good overall agree-
ment. However, trends such as systematic under- or over-predic-
tion are thereby captured in the Dij values. The D values are
displayed in Fig. 11 and in Figs. S2–S5 and S7–S12 of the Supple-
mentary Material. These D value plots may deliver a better under-
standing of the trends associated with changes of certain
operating conditions and should be interpreted alongside their
corresponding E value plots.

It is possible to characterize the similarity of simulation results
using different mechanisms by calculating Pearson correlation
coefficients based on the values of Dij. Similar to the definitions
of E and D, correlation coefficients C are calculated for each dataset
and then averaged over all N datasets. Details of the calculation of C
values as well as a brief discussion in the context of comparisons of
the performance of mechanisms can be found in [2].

3. The investigated mechanisms

Our aim was to test all major syngas combustion mechanisms
that were published in the last decade. Furthermore, GRI-Mech
3.0 [7] was added to the comparison, which was published in
1999 and primarily developed for methane combustion, but is nev-
ertheless widely used in the syngas-related literature. In the forth-
coming discussions, an identifier of each mechanism is used, which
combines the name of the publishing author(s) or research group
and the year of publication.

Earlier mechanisms from the same research group were tested
only if they were conceptually different from the latest one. For
instance, two mechanisms published by the Galway group, NUIG-
NGM-2010 and Kéromnès-2013, were used because the latter fea-
tures a sub-model for the reactions of the excited OH radical (OH⁄)
largely based on the work of Tamura et al. [8] and updated by
Kathrotia et al. [9]. It can be shown that these reactions are of high
importance for a more accurate reproduction of shock tube ignition
studies at high temperatures. In a similar way, both the SaxenaWil-
liams-2006 and the SanDiego-2014 mechanisms were included in
the comparison. In our previous paper [2] we used the 2011 ver-
sion of the San Diego mechanism. A recently published update of
several reaction rates, fall-off parameters and third body collision
coefficients in the hydrogen chemistry [10], which forms the basis
of the new 2014 version, led to a substantially better description of
hydrogen ignition delay times, at the cost of less accuracy at the
conditions in flames. The same trends apply to syngas combustion,
for which hydrogen chemistry is known to be very important.

Several of these mechanisms were originally developed for syn-
gas combustion [11–19], while other mechanisms were elaborated
for the combustion of hydrocarbons or oxygenates [7,20–25], but
also used to interpret syngas data. MECHMOD [26] was used to
remove unnecessary species and reactions from the mechanisms
(e.g. nitrogen chemistry, C2 and above). Table 1 contains the list
of these mechanisms and provides further information about size
and included diluents. The numbering of the mechanisms in Table 1
is according to their overall performance from the best (1) to the
worst (15). The mechanism of Dagaut-2003, which could not be
tested for the complete set of experimental data, was given the
number 16.

All mechanisms can handle N2 bath gas, while only some mech-
anisms include He as a species. Unlike all other mechanisms, that of
Dagaut-2003 [20] does not contain Ar either. This affects the



Table 1
The syngas combustion mechanisms investigated, and the number of species and reactions in these reaction mechanisms. The numbers in parentheses indicate the corresponding
figures in the original mechanisms. All mechanisms can handle N2 bath gas and the table indicates if the mechanism can also cope with Ar and He bath gases. The values of the
average error function for all mechanisms are given for six cases: A – Ignition delay times, all diluents (1041 data points/102 datasets; 122/16 for Dagaut-2003), B – Flame
velocities, all diluents except He (1725/175; 1719/174), C – Species concentrations, all profiles (1123/54; 687/47), D – Overall results, all diluents except He (3889/331; 2964/
244), E – Overall results, all diluents including He (4127/358). Overall results are indicated by bold letters, results for Dagaut-2003 for a reduced data subset in italics. The top 3
mechanisms in each category are highlighted green, based on the complete subset of data. (For interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)

C. Olm et al. / Combustion and Flame 162 (2015) 1793–1812 1795
mechanism comparison using many data subsets. As a general rule,
we used all experiments except for those in He bath gas as the base-
line for all comparisons, and indicated the Ar-free results of Dagaut-
2003 wherever possible. In addition to this, flames measured in He-
containing mixtures were added to the respective comparison fig-
ures. An overall comparison including these additional He data
can be found in Fig. S13 of the Supplementary Material.

Thermochemical and transport data were used as published
online and/or provided by the authors. The Rasmussen-2008
mechanism [15] was not published with transport data as it was
only used for shock tube and flow reactor simulations. However,
the transport coefficients of all species involved in syngas combus-
tion were identical in all mechanisms. For this reason, the same
transport data as in all other mechanisms were used for Rasmus-
sen-2008 for testing purposes.

4. Collection of experimental data

A large set of experimental data was collected in which the
combustion of syngas mixtures was investigated. These types of
measurements, called indirect measurements or bulk measure-
ments, are generally used to test detailed reaction mechanisms.
We utilized all measurements that were employed for testing the
recent mechanisms of Davis et al. [11], Sun et al. [14], Li et al.
[22] and Kéromnès et al. [18]. References for measurements were
collected from these recent review articles, and the experimental
data were digitized from the original publications. Furthermore, a
comprehensive search was carried out to find all other measure-
ments that can be used to test syngas combustion mechanisms.
In many practical applications, ‘‘syngas’’ can contain CH4 or other
hydrocarbons, and some authors used syngas to name these more
complex fuel mixtures (e.g., in [27]) in their experiments. In the
present work, only fuel mixtures of H2 and CO are considered, as
well as pure CO and pure H2 diluted with CO2.

An overview of the regions of operating conditions covered and
diluents investigated is shown in Table 2. Although each condition
among the described ranges is not equally well represented in our
experimental database, the numbers provided may serve as an out-
line for the range of validity of the presented comparison. The
detailed list of the data, arranged in datasets, with references is
provided as Supplementary Material, Tables A–G. A ‘‘dataset’’ con-
tains those data points that were measured on the same apparatus
at the same time at similar conditions except for one that was sys-
tematically changed. There are various reasons why the number of
utilized and total number of data points in a dataset can differ, e.g.
due to temperature constraints on shock tube and JSR data or if sin-
gle data points could not be modeled or were largely inconsistent
with other measurements. These issues are discussed in Chapter 5
and in the Supplementary Material.

The complete set of data include ignition measurements in
shock tubes (732 total and 731 utilized data points in 62 datasets
from 7 original publications) and RCMs (492/387/40/3), flame
velocity measurements (2116/1963/202/31), concentration–time
profiles measured in flow reactors (979/508/35/4), outlet concen-
tration profiles from flow reactors (125/125/9/2), shock tubes
(436/436/7/1) and JSRs (90/90/9/1).

All relevant experimental conditions and results were encoded
into an extended (and fully backwards compatible) version of the
PrIMe file format [28], an XML scheme used for the systematic
storage of various kinds of combustion experiments. These stored
XML data provide all information required for the simulation of
the experiments and the calculation of properties observed or
derived from experiments (e.g. the ignition delay as defined in
the corresponding experimental publication). A MATLAB code
called Optima was written [2] which allows for automatic CHEM-
KIN-II [29] simulations and error evaluations for a specific mecha-
nism on the full data set. The MATLAB code starts the
corresponding simulation code of the CHEMKIN-II package (SEN-
KIN [30], PREMIX [31] or PSR [32]), collects and evaluates the sim-
ulation results. In principle, the complete investigation of a
mechanism against several thousand experimental data can be car-
ried out in a single run.

5. Simulation of experiments

The relationship between the types of experiments, modeling
approaches and computational codes to solve the respective prob-
lem is shown in Fig. S1 of the Supplementary Material.



Table 2
Our database of syngas experimental data used in the mechanism comparison by type of measurement and experimental facility. The numbers of included datasets and data
points, regions of pressure p, temperature T, equivalence ratio u and CO/H2 ratio covered are summarized and the diluents are listed and ordered by their frequency. For flame
velocity measurements, temperature T refers to the initial temperature of the mixture and values in brackets refer to measurements in helium. Excluded shock tube (T 6 1000 K)
and JSR (T < 1000 K) data points are not shown here.

Type of measurement
Experimental facility

No. of
datasets

No. of data
points

p [atm] T [K] u CO/H2 Diluents

Ignition delay time measurements 102 1041 0.75–49.4 896–2870 0.1–6.1 0.18–243.4 Ar; Ar/N2; Ar/CO2;N2/CO2;
N2/Ar/CO2

Shock tube 50 532 0.75–32.8 1001–2870 0.5–6.1 0.25–243.4 Ar; N2; N2/CO2

Shock tube using VTIM 12 122 1.5–20.5 896–1308 1 0.43–2.82 Ar; Ar/N2; Ar/CO2

Rapid compression
machine using VTIM

40 387 2.6–49.4 933–1145 0.1–1 0.18–19 Ar/N2; N2/CO2; N2/Ar/CO2

Flame velocity measurements 175 (27) 1725 (238) 0.5–25 (1–40) 293–700 (293–600) 0.3–6.8 (0.5–5) 0.05–184, pure CO,
pure H2 (0.1–355)

N2; N2/CO2; N2/H2O; CO2/H2O;
CO2; H2O; Ar (He; He/H2O;
He/CO2)

Flame cone method/Bunsen
burner

68 (4) 801 (33) 0.95–1 (10–15) 293–700 (300–600) 0.3–6.8 (0.6–1.2) 0.05–184, pure
CO (0.1–4)

N2; N2/H2O; N2/CO2; CO2/H2O;
H2O (He; He/CO2)

Outwardly/spherically
propagating flame

60 (20) 563 (179) 0.5–25 (1–40) 293–500 (293–424) 0.4–5.8 (0.55–5) 0.33–335, pure
H2(1–355)

N2; N2/H2O; N2/CO2; CO2;
Ar (He; He/H2O; He/CO2)

Counterflow twin-flame 18 (–) 112 (–) 1 (–) 298–323 (–) 0.4–1.4 (–) 0.11–99 (–) N2; N2/H2O(–)
Heat flux method 29 (3) 249 (26) 0.94–4 (1–9) 298–302 (298) 0.4–5.6 (0.5–0.7) 0.18–19 (0.18–1) N2; N2/CO2(He)

Concentration measurements 54 1123 1–499.5 785–1495 0.0005–3.03 1–3, pure CO N2/H2O; Ar; N2

Flow reactor concentration–
time profiles

35 508 1–9.6 943–1138 0.001–1.7 Pure CO N2/H2O

Flow reactor outlet concentrations 9 125 1.04–1.05 785–1479 0.0005–3.03 Pure CO N2/H2O
Shock tube outlet concentrations 7 436 20.9–449.5 995–1495 0.47–1.0 2.4–3 Ar
Jet-stirred reactor outlet

concentrations
3 54 1 1000–1400 0.1–2 1 N2
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5.1. Shock tube simulations

Shock tube experiments were simulated using the SENKIN
program [30] of the CHEMKIN-II package. Ignition delay times
were extracted from the simulated pressure or concentration
profiles, and interpreted as described in the respective publica-
tions, e.g. based on the maximum slope of the pressure profile.
If an ignition criterion could not be modeled, another similar cri-
terion was chosen. For example, the maximum concentration of
the excited radical OH⁄ as measured in [33,34] cannot be mod-
eled with mechanisms that do not contain this species (i.e. all
mechanisms except Kéromnès-2013). The criterion ‘‘OH maxi-
mum’’ had to be used instead, which has shown to give similarly
good predictions except at very high temperatures behind the
reflected shock wave.

Low-temperature shock tube experiments, where the ignition
delays are in the order of milliseconds, should be handled with
special care by considering the possibility of a pressure change
during the induction period [35]. At such reaction times the pres-
sure behind the reflected shock wave increases with time [36]. In
both articles it is demonstrated that by taking into account this
facility effect, the overall description of the experiments by the
models improves. It has also been discussed by Dryer and Chaos
[37,38] that at these conditions the measured ignition delays are
extremely sensitive to impurities in the mixture. Impurities in
the reactant mixture can cause systematic over-predictions of
measured ignition delay times by the simulations (i.e. earlier igni-
tion events). Furthermore, they have shown that by assuming a
catalytic conversion between H2O2 and OH, the description of the
experiments can also be improved [38].

In all cases except for [39], pressure–time histories were not
reported, which is why constant volume and adiabatic conditions
were assumed. Hence, the above described facility effects could
not be taken into account. Alternatively, data points where long
ignition delay times (above 1–2 ms) were measured and/or data
points at low temperatures can be excluded. The latter option
was chosen in the present study, with a threshold value of
T 6 1000 K. For the simulation of the shock tube data of Thi et al.
[39], volume–time histories (VTIM) were provided by the authors
and used here.
5.2. RCM simulations

RCM experiments were simulated using the VTIM option of
SENKIN [30], to account for the effects of compression and heat
loss. Volume–time histories were calculated from the experimental
pressure profiles provided by the authors [18,40,41] assuming an
adiabatic reaction core [42]. Different simulation methods were
discussed by Mansfield and Wooldridge [41]. In their work, the
authors concluded that the assignment of a single average thermo-
dynamic state to each experiment and a constant volume assump-
tion is similarly accurate than the use of volume–time histories.
However, for better comparison with other RCM measurements,
volume–time histories calculated from exponential fits to the pre-
viously smoothened pressure–time profiles were used here. The
measurements of Mittal et al. [40] were published together with
volume–time histories expressed in polynomial form. The simula-
tions were performed using these volume–time histories. Some of
their experiments lacked published heat loss data and these were
excluded from the comparison.
5.3. Laminar flame velocity simulations

Laminar flames were simulated using the PREMIX code [31]
of the CHEMKIN-II package. The thermo-diffusion (Soret effect)
was taken into account, and molecular diffusion was described
with the multicomponent diffusion approach. The number of
grid points was always at least 600 to minimize the effect of
the grid size on the simulated laminar flame velocity. This lower
threshold was determined in a preliminary grid dependence
study. Values of 0.1 were chosen for the adaptive mesh param-
eters GRAD and CURV.
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5.4. Simulations of concentration profiles from flow reactors and shock
tubes

SENKIN [30] was used to perform the simulations of flow reac-
tor and shock tube experiments in which concentration profiles
were measured, assuming constant volume and adiabatic condi-
tions. If the concentrations were reported versus time in turbulent
reactor measurements, the half-depletion of the measured concen-
tration of the fuel was matched to the simulated concentration
profile to take into account the time shift due to mixing effects.
In some experimental datasets, half depletion was not reached or
measurements were only taken after half depletion. In these cases,
the time-shifting was performed with respect to the average of the
minimal and maximal measured fuel concentration values. Only
those flow reactor concentration–time measurement points were
used where the concentration of the consumed CO was between
10% and 90% of the initial fuel concentration.
Fig. 1. Errors of the reproduction of (a) ignition delay times, (b) flame velocities and (c) co
parentheses indicate the number of data points included. The 2nd values refer to the nu
average r values for each subset. All diluents except He.
5.5. Jet-stirred reactor simulations

The simulations were performed using the PSR code [32] of the
CHEMKIN-II package. Wall effects are expected to play a dominant
role at low temperatures [20]. The corresponding data points were
excluded from the comparisons in the present study, as detailed in
Section 6.3.
6. Results and discussion

6.1. Ignition delay times

In Fig. 1a, the average error function values for the reproduction
of shock tube measurements without known volume–time histo-
ries (‘‘ST’’, 1st group of bars), shock tube data using volume–time
histories (‘‘ST-VTIM’’, 2nd group) and rapid compression machine
ncentration profiles according to the respective type of experiment. The numbers in
mber of data points for Dagaut-2003. Green numbers above the columns refer to



Fig. 2. Matrix of correlations of absolute deviation values for all types of
simulations (panels (a–h)). Diagonal stripes were used when the comparison was
based on a different dataset (for Dagaut-2003: Ar and He excluded, otherwise just
measurements in He were excluded). The x- and y-axes in each panel refer to the
identifying mechanism number (see Table 1).
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measurements using volume–time histories (‘‘RCM-VTIM’’, 3rd

group) and the overall results (4th group) are compared. The overall
best mechanisms for the description of ignition delay times are Li-
2015, NUIG-NGM-2010 and SanDiego-2014. Except for these
mechanisms, all RCM-related E values are at least three times
higher than for ST. Consequently, the overall performance of the
mechanisms for ignition simulations will be heavily influenced
by their ability to reproduce the ignition delays measured in RCMs.

As the corresponding average r values (numeric values above
the columns) show, this effect is not originated in differences in
the standard deviations estimated from the scatter of the experi-
mental results (for details see the Supplementary Material). The
ST-VTIM experimental data are in general the most accurately pre-
dicted by all mechanisms. However, the E values may still differ up
to one order of magnitude, with SaxenaWilliams-2006 being the
best mechanism in this category and Ahmed-2007 the worst.
Due to the limited amount of ST-VTIM data and the constrained
range of conditions covered (mainly high T, high CO/H2 ratio and
u), a direct comparison of ST-VTIM to ST or RCM is difficult. Yet,
it can be shown that the prediction of ignition delay times (sign)
can be improved if accurate volume–time histories are utilized,
especially at low temperatures. The quality of available RCM vol-
ume–time histories may suffer from non-idealities (e.g. inhomoge-
neity, heat loss) that were not captured. Despite the fact that the
majority of mechanisms mal-predict RCM ignition delays consider-
ably, the performance of Zsély-2005 is especially bad. This mecha-
nism contains the rate parameters recommended by Baulch et al.
[43] without modification. This shows that although the Baulch
et al. evaluated rate parameters are widely used, further tuning
or optimization is needed for a good description of syngas ignition
delay times. Figure S2a in the Supplementary Material corresponds
to Fig. 1a, but shows average absolute deviations instead of E val-
ues. Three mechanisms (Zsély-2005, CRECK-2012, Davis-2005)
under-predict ignition delay times independently of the facility
type, i.e. ignitions occur earlier. While the majority of mechanisms
over-predicts sign from shock tubes (ST and ST-VTIM), 9 of 16
mechanisms under-predict RCM data. Furthermore, the D values
of RCM data can be much larger than for ST and ST-VTIM, espe-
cially for the worst performing mechanisms.

The large differences in the E and D values between the three
sources of ignition delay data require separate investigations with
respect to the experimental conditions, which is why the following
figures will be split into three parts. If a type of comparison is not
meaningful for a certain data subset, e.g. if only very similar mix-
tures or pressures were studied, it was omitted from the figures.
Although the simulation results of Dagaut-2003 for the 7 RCM data
points (all Ar-free mixtures) were available, they are not discussed
due to their small number.

It can be seen in Fig. 2a–c that the average Pearson-type correla-
tion coefficients for the ST subset are higher than for the RCM and the
ST-VTIM data. Anti-correlations up to C = �0.29 can be observed for
pairs formed by Davis-2005 (#3), USC-II-2007 (#5) and Zsély-2005
(#15) with several other mechanisms with respect to the ST-VTIM
data. Furthermore, some pairs of SanDiego-2014 (#6) with other
mechanisms showed anti-correlations for the RCM data. Especially
this latter case (SanDiego-2014 for RCM ignition delays) is a perfect
example that deviation from the typical behavior does not have to be
a drawback, but can even lead to the best prediction of a sub-group
of data. The three highest correlated pairs for each sub-group are
Davis-2005/Li-2007 (#3/#5, C = 0.95), NUIG-NGM-2010/Li-2007
(#1/#4, C = 0.91) and CRECK-2012/SaxenaWilliams-2006 (#7/#12,
C = 0.91) for ST, GRI3.0-1999/Ahmed-2007 (#10/#14, C = 0.98),
Kéromnès-2013/Li-2015 (#2/#8, C = 0.95) and SanDiego-2014/
Starik-2009 (#6/#9, C = 0.95) for ST-VTIM and Li-2007/USC-II-
2007 (#4/#5, C = 0.97), Kéromnès-2013/USC-II-2007 (#2/#5,
C = 0.95) and Kéromnès-2013/Li-2007 (#2/#4, C = 0.95) for RCM
data. Note that some pairs are highly correlated independently of
the facility type and that there is just a weak trend toward more cor-
relation among better-performing mechanisms. This trend was
much more distinctive in our hydrogen mechanism comparison
study [2].

Figure 3 shows the performance of the mechanisms for ignition
delay measurements according to ranges of temperature and pres-
sure. As for all partial comparisons, intervals were defined based on
a careful inspection of the available data taking into account the
specifics of the respective type of measurement and ensuring a sta-
tistically significant number of data points in each interval at the
same time. For each interval, two numerical values are given refer-
ring to the number of data points considered. The 2nd value refers to
the number of data points used for testing Dagaut-2003, while for
all other mechanisms the first value is applicable.



Fig. 3. Performance of the mechanisms for various ranges of temperature and pressure with respect to ignition delay time. Each plot shows the results for shock tubes (left
part), shock tubes modeled using VTIM (middle part) and rapid compression machines (right part). Gray shaded: shock tube experiments at T 6 1000 K that were excluded in
the general comparison. ⁄ – RCM results for Dagaut-2003 not shown (see text).
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In Fig. 3 (top left panel) the dependence of the error function
values on the range of temperature behind the reflected shock
wave is shown. Most mechanisms reproduce ST experiments sim-
ilarly adequately above 1000 K. The majority of the mechanisms
(except for Zsély-2005 and SaxenaWilliams-2006) perform very
poorly below this threshold. These measurements should be inter-
preted carefully due to the associated facility effect and potential
impurity problems as described in Section 5.1. The large over-pre-
diction of sign as shown in Fig. S3 can certainly be attributed to
these effects. Since recorded pressure changes were not available
for these experiments, all shock tube ignition delay time data
measured at T 6 1000 K were excluded from further comparisons.
This exclusion was not necessary for the ST-VTIM data (Fig. 3,
top middle panel), for which only two otherwise bad-performing
mechanisms (Ahmed-2007, GRI3.0-1999) show a moderate deteri-
oration with decreasing temperature.

Due to the large scatter in the E values, it is not trivial to identify
clear temperature-dependent trends for the RCM subset (Fig. 3, top
right panel). Only SanDiego-2014 and Li-2015 perform reasonably
at temperatures of 1000 K and lower, which explains their overall
superiority for RCM simulations. The two most recent mechanisms
(Li-2015 and SanDiego-2014) were released after the publication of
the new RCM data of Kéromnès et al. [18]. These data form the larg-
est group among all available RCM data. In the case of the SanDiego-
2014 mechanism, Kéromnès et al.’s hydrogen ignition RCM data
were utilized to improve the hydrogen sub-chemistry, which
apparently affected the prediction of syngas ignitions positively.
This underlines the importance of an accurately described H2 chem-
istry in the development of syngas mechanisms.

By optimizing rate parameters that are sensitive in this temper-
ature region, the E values can be reduced dramatically, as it has
been shown in the hydrogen mechanism optimization study of
Varga et al. [6]. A similar behavior can be expected for the optimi-
zation of syngas combustion mechanisms. Eight mechanisms,
including all top-performing ones except Davis-2005, show a trend
toward better agreement with increasing temperature, similar to
the shock tube data. The worst-performing ones (e.g. Ahmed-
2007 and Zsély-2005) show deviating trends. Figure S3 (top pan-
els) indicates a clear trend toward stronger over-prediction (or less
distinct under-prediction) at lower temperatures, which gives a
much better phenomenological description than the E values
alone. Note that Zsély-2005 and SanDiego-2014 deviate from this
trend for RCM data.

As shown in all three bottom panels of Fig. 3, most mechanisms
have a maximum E value at an intermediate pressure range of
approximately 10 atm, meanwhile the experiments at pressures
below or above this region are much better predicted. It can be
seen in Fig. S3 (bottom panels) that most mechanisms tend to more
over-prediction (or less under-prediction) with increasing pressure
for ST and RCM data, with exceptions such as Davis-2005, USC-II-
2007 (both ST), Kéromnès-2013 and SanDiego-2014 (both RCM).
For the Zsély-2005 mechanism, which typically does not follow
the general trends, this is valid for both the ST and RCM data. With
respect to the ST-VTIM data, the mechanisms show various trends



Fig. 4. Performance of the mechanisms for various ranges of CO/H2 ratio, equivalence ratio and diluent concentration with respect to ignition delay time. Each plot shows the
results for shock tubes (left part), shock tubes modeled using VTIM (middle part) and rapid compression machines (right part), if available. ⁄ – RCM results for Dagaut-2003
not shown (see text).
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in the deviations of the corresponding simulations from the mea-
surements. There is a potential that in shock tubes at low temper-
atures and long ignition times, mechanisms which tend toward
under-prediction of ignition delays balance out the facility effect-
related systematic over-predictions at these conditions. As Fig. S3
(top left) shows, such behavior might be expected for Zsély-2005.
A closer look at the D values depending on sign (threshold 1 ms)
confirmed this trend and also revealed that Davis-2005 should be
used with caution for the same reason.

In Fig. 4, the influence of the CO/H2 ratio, u and Xdil on the
agreement of ignition delay time simulations and experiments
was studied. For ST-VTIM and especially ST data, a trend toward
less accuracy at higher CO contents in the fuel (i.e. large CO/H2

ratio) can be identified, which is not accompanied by a pronounced
trend in the D values (Fig. S4, top leftmost panels). For the RCM
subset, various largely different, mechanism-specific trends can
be found which prohibits drawing general conclusions. This applies
to both the E and D values (Figs. 4 and S4, top right panel, respec-
tively), although all mechanisms seem to have a local minimum of
D in the intermediate interval of CO/H2 = 1.4–4, suggesting a super-
position of other effects, e.g. the influence of temperature or pres-
sure. However, the rise of E and D values toward high CO/H2 ratios
may indicate room for improvement in the carbon-related chemis-
try of the affected mechanisms. For shock tubes it can be seen
(Fig. 4, bottom left panel) that the limited number of measured
over-stoichiometric conditions are more accurately predicted
(and D are also closer to zero, see Fig. S4, bottom left panel) than
under-stoichiometric conditions (D values are typically the
highest), while at u = 1 most mechanisms have higher E values.
For the RCM data, the E values drop toward increasing u. Unfortu-
nately, no fuel-rich data are available here. On the other hand this
means that the region with the most remarkable shortcomings in
RCM simulations for practically all mechanisms is not only charac-
terized by low temperature, but also a low fuel-to-air ratio. Similar
trends were found for hydrogen [2].

Since the diluent system in the RCM experiments was almost
always Ar/N2, the influence of the type of diluent was only investi-
gated for ST and ST-VTIM data (see Fig. S5a for E values and S5b
for D values). For the ST subset, higher E values can be found for most
mechanisms (except Rasmussen-2008, Kéromnès-2013, Sun-2007
and Li-2007) on data with Ar dilution compared to diluents that
are N2-based. ST-VTIM measurements were carried out using Ar-
based diluents only. While the mechanisms generally show a similar
ST-VTIM performance in these diluent systems, measurements in
pure Ar are slightly more accurately described by most mechanisms
than those in Ar/CO2 and Ar/N2. All mechanisms except Zsély-2005
over-predict N2-based ST data, meanwhile simulations using
Zsély-2005, Davis-2005, USC-II-2007, CRECK-2012 and Li-2015 con-
sistently under-predict Ar measurements (ST and ST-VTIM), indicat-
ing that the chosen third body collision efficiencies for argon may
not be ideal and/or qualitatively different from the others.

6.2. Flame velocity measurements

In Fig. 1b, the performance of the mechanisms with respect to
the reproduction of the flame velocity measurements using
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different experimental techniques and the overall results are pre-
sented. Overall, the Davis-2005 mechanism is the best for flames,
however, all mechanisms have a similar performance, except
Starik-2009, SanDiego-2014, Rasmussen-2008 (which was not
developed for flames, see Chapter 3) and Ahmed-2007. The correla-
tion coefficients for flames (Fig. 2d) are higher on average than for
ignition delay times, but lower than e.g. for JSR. The highest
correlation coefficients can be found for the mechanism pairs
Kéromnès-2013/Li-2007 (#2/#4, C = 0.97), USC-II-2007/
CRECK-2012 (#5/#7, C = 0.93) and Li-2015/SaxenaWilliams-2006,
(#8/#12, C = 0.93). While the first pair is among the higher corre-
lated ones for ignition delays as well, the last two are not very
strongly correlated for ignition delay times, which indicates signif-
icant differences in the respective choice of rate parameters for
reaction pathways governing the ignition process, but not flame
propagation. Unsurprisingly, the two worst mechanisms for flames
(#14, Ahmed-2007 and #11, Rasmussen-2008) are the least
correlated with all other mechanisms.

Syngas flame velocities have been measured by using four dif-
ferent types of methods: the flame cone method (FCM, also
referred to as the Bunsen burner method, see e.g. [44] for a discus-
sion of this method), the outwardly propagating/spherical flame
method (OPF) [45], the counterflow twin-flame method (CTF)
[46], and the heat flux burner method (HFM) [47]. As Fig. 1b shows,
the traditional FCM approach and especially OPF seem to be less
accurate in comparison to more advanced techniques (CTF, HFM)
based on the agreement of experiments and simulations. The r val-
ues for the OPF are typically much higher than for the other meth-
ods. If the r values were more similar to each other, the differences
in the E values would be even more pronounced. Note that the
ranges of operating conditions and utilized diluents covered differs
largely between the different techniques (see Table 2, particularly
regarding p and Tinit), which is likely to influence the comparison of
the experimental methods. Jayachandran et al. [48] recently
reported results of numerical simulations of spherically expanding
flames with radiative heat loss which indicate that the standard
imaging/measuring approach in the OPF experiments, the shadow-
graph/Schlieren technique, could result in a systematic under-esti-
mation of the true laminar flame velocity due to an inward flow
induced by the density change in the burned gas. Recently, Varea
et al. [49] quantified the uncertainties of the laminar burning
velocities from OPF experiments (up to 30% for hydrogen/air) and
Fig. 5. (a) Error of the reproduction of the flame velocity according to the type of dil
mechanisms for various ranges of diluent concentration with respect to flame velocity f
identified the extrapolation technique as the major source of
errors. In addition to this, Yu et al. [50] emphasized radiation
effects in spherically propagating flames and suggested an empir-
ical formula for radiation correction. Figure S2b in the Supplemen-
tary Material shows that with all mechanisms except Rasmussen-
2008, Li-2015, NUIG-NGM-2010 and USC-II-2007 (the mechanisms
which generally tend toward the strongest under-prediction of
measured flame velocities) medium-to-strong over-predictions
can be observed particularly for the OPF subset, i.e. the simulation
results were typically above the flame velocities determined in
experiments, which supports the observation made in [48]. Corre-
lations of the mechanisms for all four types of experimental facil-
ities are shown in Fig. S6. Note the varying correlations of Ahmed-
2007 (#14) for CTF compared to FCM/OPF/HFM. Particularly for the
FCM, OPF and CTF data, higher correlations can be found among
the overall best performing mechanisms (low identifying numbers)
except for NUIG-NGM-2010 (#1) which is just ranked 9th in terms
of overall performance for flames.

In several measurements of the flame velocity (238 of 1963 data
points, i.e. about one eighth of all data), He was used as the bath
gas or a component of the diluent mixture. Only mechanisms hav-
ing He as the bath gas were used for the simulation of these exper-
iments. The general comparison of the mechanisms with respect to
flame velocity data was carried out without these experiments
(‘‘no He’’ in Figs. 5b and 6). A separate investigation of the mea-
surements containing He as a diluent was performed for the nine
mechanisms in which this species was defined (‘‘He’’). The sepa-
rated treatment allows for a better evaluation of diluent-specific
trends. Note that the results shown in Figs. 1b and 2d refer to
the ‘‘no He’’ case only.

Fig. 5a shows the reproduction of the experimental flame veloc-
ity according to the type of bath gas/diluent system for the five
most frequent choices (see Fig. S8a for the other diluents CO2,
H2O, Ar, He/H2O and He/CO2). Most mechanisms perform better
in CO2/H2O and N2/H2O diluents than in pure He, N2 and N2/CO2.
Generally, only Sun-2007, SanDiego-2014 and Li-2015 perform
worse for He-diluted mixtures, while all others perform better in
He or similarly regardless of the bath gas. Bad reproduction of
measurements in specific bath gases (e.g. with increased concen-
trations of CO2 or H2O) can possibly be explained by inappropriate
choices of third body collision efficiencies in the mechanism. A
good example for this is the exceptionally bad performance of
uent system for the five most important diluent systems, (b) Performance of the
or He-free (left part) and He-containing mixtures (right part).



Fig. 6. Performance of the mechanisms for various ranges of temperature, equivalence ratio, pressure and CO/H2 ratio with respect to flame velocities. Each plot shows the
results for He-free mixtures (left part) and He-containing mixtures (right part). Note that those mechanisms without He as a defined species do not appear in the right part of
the plots.
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Starik-2009 for measurements in pure CO2 (see Fig. S8a), which
affects the overall averaged performance of this mechanism for
flames. Over- and under-predictions can be observed for all types
of diluent systems (see Figs. S7a and S8b), however, the perfor-
mance of some mechanisms is almost independent of the diluent
(see e.g. the generally strong over-prediction of Ahmed-2007,
SanDiego-2014 and Zsély-2005, and under-prediction of NUIG-
NGM-2010 or Rasmussen-2008). Another dilution effect can be
seen in Fig. 5b, which shows the dependence on the sum of the
concentrations of all diluents. Except for SanDiego-2014, Li-2015
and Sun-2007 for the He-containing flames, all mechanisms tend
to predict measured flame velocities more accurately in more
diluted mixtures, which is also reflected in decreasing absolute
deviations for most mechanisms (see Fig. S7b).

The performance of the mechanisms for flame velocity data in
different ranges of initial temperature, equivalence ratio, CO/H2

ratio and pressure is shown in Fig. 6. As illustrated in Fig. 6 (top left
panel), the errors of the simulated flame velocities increase with
the initial temperature for experiments in He-free mixtures. While
below 400 K most mechanisms predict similar flame velocities,
between 400 K and 600 K the agreement is slightly worse, and
above 600 K all mechanisms predict very different flame velocities.
The single exception is the CRECK-2012 mechanism that has a sim-
ilarly good performance for all intervals, while the errors of Starik-
2009, Kéromnès-2013 and SanDiego-2014 become very large
above 600 K. Note that 29 data points (from Fig. 20a in [51]) were
not included in the 310–360 K interval, as some of these are badly
reproduced by all mechanisms and would impede the identifica-
tion of temperature-related trends. It is not recommended to use
these measurements for mechanism development, particularly
not the ones shaded gray in Table C of the Supplementary Material.
For He-containing mixtures a similar trend (increase of E with the
temperature), although much less pronounced, can be observed
with a sharp increase at 600 K for Li-2015, Sun-2007 and especially
for SaxenaWilliams-2006 (see Fig. 6, top left panel, right side).
NUIG-NGM-2010 and Kéromnès-2013 performed much better for
high temperature flames in He. All measurements at 600 K and
higher were carried by one group of researchers only (Natarajan
et al. [52,53]) using Bunsen burner flames, which tend to be
over-predicted by almost all mechanisms (see Fig. S9 top left
panel). Hence, additional studies at similar conditions would be
highly desirable to decrease the uncertainty in the description of
preheated flames.

Figure 6 (top right panel) shows that the mechanisms tend to be
more accurate at lean conditions for both He-containing and He-
free mixtures (except SanDiego-2014 and Sun-2007 in He mix-
tures) and the performances of all mechanisms become worse
moving toward fuel-rich conditions. At high equivalence ratios in
He-containing mixtures, the mechanisms produce lower error
function values than in He-free systems. However, the deteriora-
tion of the accuracy is not dramatic in both cases, except for
Ahmed-2007 and Rasmussen-2008 (both ‘‘no He’’). It is interesting
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that the corresponding D values (Fig. S9, top right panel) tend to
increase with u in the ‘‘no He’’ case and decrease for He data.

As it can be seen in Fig. 6 (bottom right panel), most mecha-
nisms predict CO-rich or ‘‘pure’’ fuels (H2 diluted in CO2 or CO
diluted in N2/H2O), more accurately than those data points with
a low CO/H2 ratio (i.e. more H2) and the absolute D values decrease
with increasing CO/H2 ratio (Fig. S9, bottom right panel). Due to the
lower content of H2, slower flame propagation is expected.

No distinctive pressure dependence can be observed for the
performance of the models in He-containing flames (Figs. 6 and
S9, bottom left panels). However, in He-free mixtures, several
mechanisms are more accurate at higher pressures. In contrast to
this, the D values increase with p for many mechanisms, including
Sun-2007, which was primarily developed to reproduce high-pres-
sure flame velocities. The three other ‘‘high-pressure mechanisms’’,
Kéromnès-2013, Li-2015 and Rasmussen-2008, are indeed superior
at high pressures in terms of E and D values, with the exception of
Li-2015 in He-containing flames. It can be shown that the decrease
of E with increasing pressure is associated with the distribution of
r values: at low p, the average r is 3.4 cm/s, while for intermediate
pressure r = 7.4 cm/s and at high pressure r becomes 13 cm/s.
Hence, those more scattered high-pressure data should be inter-
preted carefully. We assigned high r values to the Burke et al.
[54] data, which is one of the reasons that low E values were
obtained related to these data. The Burke et al. measurements were
recently reviewed and criticized by Li et al. [19], who measured
new high pressure syngas flame velocity data at a different tem-
perature and using a similar mixture composition. It was found
that the level of reproduction of both datasets by the mechanisms
was comparable, even if assuming identical r values. Nevertheless,
the Li et al. data are valuable, because these are very discrimina-
tory; mechanisms such as Starik-2009, SanDiego-2014 and Zsély-
2005 fail to predict the measured flame velocities dramatically.

Note that the dataset-related property r was assigned to indi-
vidual data points here, and the r value of a subset was calculated
based on averaging over all participating datasets. This limits the
usefulness of comparing r values in constellations, where the data
points of a dataset are distributed over two or more subsets.
Fig. 7. Errors of the reproduction of concentration profiles depending on the measure
experimental methods in which the corresponding measurements were facilitated are gi
each subset.
6.3. Concentration profiles from flow reactors, shock tubes and JSRs

Two types of data fall in this category: flow reactor concentra-
tion measurements vs. time and outlet concentration measure-
ments from three different types of facilities (flow reactors, shock
tubes and JSRs). As Fig. 1c shows, the E values corresponding to
shock tube and JSR data (for the latter subset, data points at
T < 1000 K were excluded due to facility effects) are lower than
for those coming from flow reactors, with the exception of the
reproduction of outlet concentrations by NUIG-NGM-2010,
Kéromnès-2013 and SanDiego-2014. In total, the overall five best
mechanisms for syngas ignition delay times are also the best for
concentration simulations, most notably NUIG-NGM-2010 and
USC-II-2007. The latter performs better on shock tube concentra-
tion data, while the aforementioned mechanism is superior for
flow reactor data. The performance of all mechanisms is very sim-
ilar for JSR data, which cover a comparatively narrow range of
operating conditions, while larger deviations can be observed for
the other facility types. Especially Ahmed-2007 and SaxenaWil-
liams-2006 are inadequate for the description of concentration
profiles with a sufficient accuracy. Fig. S2c shows that flow reactor
concentration–time and outlet profiles as well as JSR outlet con-
centrations are – on average – under-predicted by all mechanisms
(except for Kéromnès-2013, NUIG-NGM-2010 and SanDiego-2014
for flow reactor outlet concentrations). In contrast to this, shock
tube concentration data are over-predicted by a number of mech-
anisms, most notably Starik-2009. On average, outlet concentra-
tions can be matched better with simulations than temporal
profiles. However, as it will be shown in this section, this statement
is not valid for flow reactor outlet profiles at certain conditions (e.g.
high temperature).

Measured CO and CO2 concentrations are less accurately
matched than O2 profiles by all mechanisms in flow reactors and
JSRs (see Fig. 7a). The E values CO and CO2 profiles are strongly
affected by datasets that cannot be reproduced by any of the mech-
anisms. CO and O2 profiles are similarly well predicted by the
mechanisms if they are originated from shock tube measurements,
while the worst agreement is obtained for CO2 profiles (Fig. 7b).
d profile for (a) JSR and flow reactor data and (b) shock tube data. The type of
ven for each profile. Green numbers above the columns refer to average r values for
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This failure of certain mechanisms can be related to the lack of
agreement for CO and partially CO2 profiles, which form the largest
groups of data among the measured profiles. Figure S10a shows
that the consumed species (CO, O2,H2) are consistently under-pre-
dicted by the mechanisms and that the opposite trend applies to
the produced species (CO2, OH), which means that the predicted
conversion is usually lower than the measured one. This type of
behavior was observed for each measurement type except shock
tube outlet profile data. Hence, the negative average D values for
flow reactor concentration–time profiles are in fact the result of
merging even lower negative D values of consumed CO/O2 with
positive D values for CO2 and OH. In the JSR experiments, only con-
sumed species were measured, which may explain the relatively
large average under-prediction in Fig. S2c. Figure S10b shows the
deviating trends for the shock tube data: except SanDiego-2014,
all mechanisms over-predict CO and O2, but under-predict CO2.

The facility effect associated with JSR data is well illustrated in
Fig. 8 (top rightmost panel): low T data cannot be described accu-
rately and are largely under-predicted (see Fig. S11). Note that this
effect is the least pronounced for the GRI3.0-1999 mechanism. In
all other types of experiments (Fig. 8, three panels from the left),
an increase of E with temperature can be observed, the strongest
for flow reactor outlet profiles, for which a very strong under-pre-
diction of concentrations can be observed (Fig. S11, top middle left
panel). The large E values at high temperatures for flow reactor
outlet concentration profiles are caused by a single dataset
Fig. 8. Performance of the mechanisms for various ranges of temperature (top) and equiv
results corresponding to flow reactor concentration–time data (leftmost panel), and outle
and jet-stirred reactors (rightmost). ^ Interval in which the badly reproduced high-T da
(x30001021.xml in Table E of the Supplemental Material). The over-
all mediocre performance of mechanisms such as Li-2015 and
Starik-2009 can be originated in their complete failure in repro-
ducing some of the high-T flow reactor experiments published by
Alzueta et al. [55]. The dependence on the equivalence ratio is
not as obvious as the previous relation. Various trends can be
found in Fig. 8 (bottom panels). Again, largely varying r values dis-
guise the effect of the variation of a parameter, particularly for flow
reactor outlet concentrations. In general, the overall dependence of
the agreement of simulations and concentration measurements on
the equivalence ratio is rather small.

While the investigation of the influence of the CO/H2 ratio was
not meaningful due to the fact that just very few different fuel mix-
tures were investigated in each facility type, the effect of pressure
variation could be well visualized (see Fig. 9). For medium-to-high
pressures (measured in shock tubes, right panel), the E values
increase with increasing pressure, while at low-to-medium pres-
sures (see flow reactor data, left panel), various mechanism-depen-
dent trends can be observed, including a decrease of E with
increasing pressure for some of the overall best performing mecha-
nisms. This is an indication that other effects might be more impor-
tant in this pressure region. Nevertheless, under-prediction tends to
become more important in high-pressure regions (see Fig. S12).

As Fig. 2e–h show, the correlation coefficients can be very dif-
ferent for the various types of concentration experiments: JSR cor-
relation coefficients are very high (C P 0.99), while many pairs of
alence ratio (bottom) with respect to measured concentrations. Each row shows the
t concentration profiles from flow reactors (middle left), shock tubes (middle right)

ta points in x30001021.xml fall (see text).



Fig. 9. Performance of the mechanisms for various ranges of pressure with respect to flow reactor concentration–time data (left) and outlet concentration profiles from shock
tubes (right).
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mechanisms are slightly negatively correlated for flow reactor
data, i.e. not at all similar in their behavior. Examples in Fig. 2e
are the mechanism pairs that the Starik-2009 (#9), NUIG-NGM-
2009 (#1) and GRI3.0-1999 (#10) mechanisms form with many
other mechanisms and in Fig. 2f those of SanDiego-2014 (#6).
There is somewhat more similarity among the performances of
the mechanisms for shock tube speciation data, especially for the
overall best performing mechanisms. Also, it is worth noting that
for most mechanism pairs, higher correlations were obtained for
the species CO2 and OH than for the consumed species CO, O2

and H2 (not shown in Fig. 2).

6.4. Data filtering and weighting considerations

It is unavoidable that certain regions of operating conditions are
over-represented in our database due to the fact that some mea-
surements were carried out multiple times at almost identical con-
ditions by various groups of researchers, e.g. to test their
experimental apparatuses. This introduces a sampling bias that
could be mitigated by weighing down or averaging those experi-
mental results. As an example, species concentration data cover
only a limited range of operating conditions, particularly just a
small number of different mixtures. Hence, many of these data
points have a comparatively low content of ‘‘new’’ chemical infor-
mation, and it can be shown that several data points overlap even
within one dataset. One way to minimize the sampling bias due to
repeated measurements is to identify those points and decrease
their weight in the calculation of E. We considered two measure-
ments to be quasi-identical, if they differed in all species mole frac-
tions by 0.05% or less, and by 3 K or less (for ignition delay times:
1 K or less). For ignition delay times, a constant pressure criterion
of 0.1 atm or less was assumed, while for flame and concentration
data a relative criterion was used: (1.01325 � 1) � p[atm], i.e. we
considered measurements identical if the same pressure value
was reported in either atm or bar units. Naturally, the residence
time is an additional criterion for distinguishing data points, when
temporal profiles of species concentrations were recorded in the
same apparatus. These criteria were the base for the calculations
of the normalized data point weights and corresponding dataset
weights. The modifications of the error function E with respect to
weighting are detailed in Part 2 of the Supplementary Material.

Further problems arise if the measurements carried out at
certain conditions are accompanied by large experimental
uncertainties or the measured values themselves are problematic,
e.g. due to assumptions in the interpretation of a measured signal.
Although some measurements were excluded before carrying out
the general mechanism comparison (e.g. due to large inconsisten-
cies), others that were retained in the comparison may still contain
large systematic errors. A possible approach to identify systematic
errors is to optimize the rate parameters, thermochemical data and
transport data of an appropriate mechanism within their range of
uncertainty on a single dataset only and filtering out those datasets
that cannot be reproduced this way, i.e. whose Ei values could not
be lowered to values close to unity. This procedure is very time
consuming and based on the assumption that all important reac-
tion steps are present in the mechanism, and the uncertainty
domain of all parameters are well assessed. Another strategy is
to identify and filter out those measurements that none of the
mechanisms could reproduce within a pre-defined uncertainty,
e.g. 3r, which is equivalent to an error function value of Ei 6 9. This
procedure does not imply that these measurements necessarily
have large systematic errors as it is possible that none of the mech-
anisms are capable of modeling the chemistry at a specific condi-
tion in an accurate manner. However, these measurements
should be treated with care in future model development and
should potentially receive further attention. In total, 33 of the
358 datasets (corresponding to 533 data points of the previously
utilized 4127 data points) in the overall comparison were filtered
out based on the Ei 6 9 criterion. In Tables A–G of the Supplemen-
tary Material the experimental datasets that do not fulfill the Ei 6 9
criterion are shaded gray.

Figure 10 compares the un-weighted overall results to the
weighted results, both for the complete data subset and a reduced
subset based on the above filtering criterion. It can be seen that the
performances of almost all mechanisms improve if weighting is
introduced, meanwhile a negative impact of weighting is observed
for Li-2015, SanDiego-2014 and Dagaut-2003 (the latter is not
shown in Fig. 10). Hence, the mechanisms react different to the
introduction of weighting factors, as the deviations between
weighted and un-weighted results show. The Starik-2009 mecha-
nism appears to be insensitive toward weighting, while the E val-
ues decrease or slightly increase for the other mechanisms. If
improvement is observed, its extent tends to scale roughly linearly
with the (old) un-weighted errors, with the exceptions of Starik-
2009 (due to the increased relative importance of the problematic
CO2 flames). Due to the quasi-linear scaling of the improvement,



Fig. 10. Un-weighted (open symbols) and weighted (full symbols) overall perfor-
mance of the mechanisms taking into account all experimental data (‘‘all data’’,
black squares) and only those that were reproduced by at least one mechanism
within Ei 6 9 (‘‘filtered data’’, green triangles) vs. year of publication. All diluents
except He. The filtering and weighting approaches as well as the relevance of the 3r
limit are described in Section 6.4 (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.).

Fig. 11. Summary of average absolute deviation values of all mechanisms for
ignition delay times, flame velocities and concentrations. The columns are striped if
the number of data points differs from the other mechanisms (for Dagaut-2003,
#16: all diluents except Ar and He). Identifying numbers were used for the
mechanisms as in Table 1. Arrows indicate the changes of D values due the
introduction of weighting as described in Section 6.4.
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the order of performance of the mechanisms changes only slightly,
and is mainly among the eight worst mechanisms. A closer look at
the shifts in the performances of the mechanism due to the intro-
duction of weighting reveals that the reduction of the overall E val-
ues is a consequence of a large drop of E for ignition delays up to
�42%, except for SanDiego-2014, Dagaut-2003 (both DE � 0%)
and Li-2015 (DE � �7%). For flame velocity data, �2.2 6 DE 6 2.4
(except the outlying mechanism Rasmussen-2008 with DE � �9%)
and for concentration data, DE values are always positive and in
the range of 0.0–1.5%. Obviously some ignition delay data points
were disfavored by weighting for which Li-2015, SanDiego-2014
and Dagaut-2003 mechanisms performed well. In other words,
these three mechanisms tend to reproduce well-studied operating
conditions of shock tubes and RCMs better than those conditions
that were investigated less frequently, which is a potential draw-
back of these mechanisms. The arrows on the bars illustrating
the average absolute deviations (Fig. 11) support the above state-
ments with respect to E values and show that ignition delays are
much more sensitive toward weighting than flame velocities and
concentration profiles.

By filtering out 33 datasets based on the Ei 6 9 criterion, the
performances of almost all mechanisms improved significantly,
as it is indicated by green open triangle symbols in Fig. 10. Unlike
in the previous hydrogen comparison study [2], an average agree-
ment with the experimental data of less than 3r could not be
achieved this way with any of the mechanisms. If filtering based
on Ei 6 9 and weighting are combined, even lower average E values
are obtained (green full triangle symbols in Fig. 10). As the relative
distances between the pairs of symbols show, both effects are addi-
tive. However, after combined data weighting and filtering, the
average error for each mechanism is still higher than the average
3r limit.
6.5. Analysis of the sensitivity coefficients and reaction rate coefficients

In the previous sections we saw that mechanisms can differ sig-
nificantly in their behavior. In order to improve a chemical model it
might be useful to have information about which parts of a mech-
anism are responsible for a good or bad performance at the various
conditions. Furthermore, it can be interesting to have an estimate
on how the reproduction of some measurements changes if a reac-
tion rate coefficient is tuned to describe another experiment better.
To investigate these relationships, sensitivity analyses were per-
formed at the conditions of all measurement data. Six mechanisms
(NUIG-NGM-2010, Kéromnès-2013, SanDiego-2014, GRI3.0-1999,
SaxenaWilliams-2006 and Sun-2007) were chosen which repre-
sent different levels of predictivity. All but GRI3.0-1999 contain
the species He. For the calculation of the sensitivity coefficients,
a brute force method was applied by varying the pre-exponential
Arrhenius parameter A for all reactions by 5%, one-by-one. The sen-
sitivity values were normalized and then scaled, i.e. divided by the
maximum absolute normalized sensitivity coefficient so that this
value becomes either �1 or +1. This range was divided into ten
equidistant intervals and the relative frequency of the scaled sen-
sitivity values S for each of these intervals was then determined.
An additional interval was added containing the frequency of zero
values of S.

Seven data subsets were defined for which the values of S were
evaluated: (1) shock tube ignition delay times, (2) RCM ignition
delay times, (3) flame velocities in He-free systems, (4) flame
velocities in He-containing systems, (5) all CO concentration pro-
files, (6) all O2 profiles, and (7) all CO2 profiles, giving a total of
41 test cases (6 mechanisms times 7 data subsets minus one case
which could not be investigated due to the absence of He in
GRI3.0-1999). Note that further species profiles (H2 and OH) are
not discussed here due to the small size of the subsets.

In Table I of the Supplemental Material, the ten most sensitive
(i.e. important) reactions in all mechanisms for each data subset
are summarized. Note the superscripts used in Table I and in
Figs. 13–16 (which will be discussed later in this section), which
describe some of the distinctive features in the way how certain
reactions were implemented in respective mechanisms. Further-
more, the averages of the absolute S values are listed for each reac-
tion. The numerical values should not be used to compare the
importance of a particular reaction across different mechanisms,
as the normalization factors usually differ among the mechanisms.
However, they are useful to understand the importance of a reac-
tion relative to other reactions in the same mechanism. As a result
of these summaries, four reactions were identified that are the



Fig. 12. Comparison of published reaction rate coefficients for the most sensitive reactions: H + O2 = O + OH (top left panel), CO + OH = CO2 + H (top right), H + HO2 = OH + OH
(bottom left) and CO + HO2 = CO2 + OH (bottom right). References to the direct measurements of reaction rate coefficients (black open squares) can be found in Table J of the
Supplemental Material. The units of k are expressed in terms of cm, mol and s.
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most important reaction in at least one of the 41 test cases. Unsur-
prisingly, chain-branching H + O2 = O + OH makes the most
appearances here (27 times the most important reaction), followed
by CO + OH = CO2 + H (12 times), which is the major source of heat
release in syngas combustion. Chain-branching reaction
H + HO2 = OH + OH has an impact especially in flames where it is
always among the top 4 reactions and once the most important,
while CO + HO2 = CO2 + OH is sensitive mainly at RCM conditions
(high pressure, low temperature), where HO2/H2O2 chemistry
becomes more important. Similar evidence for the importance of
CO + HO2 = CO2 + OH was found e.g. by Mittal et al. [56]. All four
reactions are shaded dark gray in Table H.

A 2nd group (shaded light gray) includes further important reac-
tions and consists of H2 + O = H + OH, CO + O2 = CO2 + O, H2O2 +
H = H2 + HO2 and the low-pressure limit of H2O2 (+M) = OH + OH
(+M); the two latter are again most important at RCM conditions.
The fact that certain reactions do not appear in these two groups
does not mean they can be neglected in mechanism development.
However, for the purpose of this work we will focus the above
mentioned eight reactions.

Figure 12 shows the Arrhenius plots for reactions of the first
group using the parametrizations of rate coefficients from all 16
mechanisms. For a better understanding of these plots, some dis-
tinctively deviating rate coefficients are highlighted with their
respective mechanism identifiers. For H + O2 = O = OH (top left
panel), most mechanism developers chose very similar rate coeffi-
cients, with the overall worst performer Zsély-2005 deviating the
strongest at low temperatures. At higher pressures (see magnified
view), all well-performing mechanisms (thick lines) except
CRECK-2012 include a slightly lower rate coefficient, with ln
(k/cm3 mol�1 s�1) � 28.5 at T = 2000 K. For the other three reactions
in this figure, rate coefficients at temperatures relevant in combus-
tion processes differ much more. In case of CO + OH = CO2 + H (top
right), one of the bad performers Ahmed-2007 has the highest k val-
ues up until �2000 K, while in NUIG-NGM-2010 one of the lowest
reaction rate coefficients is defined. The significantly different slope
of some curves (e.g. for Rasmussen-2008) is noteworthy. While in
Sun-2007 a somewhat lower rate coefficient for H + HO2 = OH + OH
(bottom left panel) is defined than in all other mechanisms, Zsély-
2005, Dagaut-2003, Ahmed-2007, Starik-2009 and CRECK-2012
show the most deviating rate coefficients and all of them are con-
siderably larger at high temperatures. The two latter mechanisms
also have a much steeper slope in their ln k curves due to an up
to 3 times higher activation energy which was chosen. For



Fig. 13. Frequencies of sensitivity coefficients of reaction H + O2 = O + OH for various types of measurements. The sensitivity analysis for this reaction was performed with the
mechanisms NUIG-NGM-2010, Kéromnès-2013, SanDiego-2014, GRI3.0-1999, SaxenaWilliams-2006 and Sun-2007. The experimental conditions are given for each type of
measurement.

Fig. 14. Frequencies of sensitivity coefficients of reaction CO + OH = CO2 + H for various types of measurements. The sensitivity analysis for this reaction was performed with
the mechanisms NUIG-NGM-2010, Kéromnès-2013, SanDiego-2014, GRI3.0-1999, SaxenaWilliams-2006 and Sun-2007. The experimental conditions are given for each type
of measurement.
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CO + HO2 = CO2 + OH (bottom left), deviations of more than one
order of magnitude of k on a linear scale can be found, with almost
all good performers at the lower end of the range (adopting the
lower rate coefficient expression suggested by Mittal et al. [56] in
order to achieve a better prediction of RCM ignition delay times),
and almost all bad performers at the upper end. As stated above,
it is mainly important at low-temperature (RCM) conditions. This
statement is supported by an increase in the average absolute S val-
ues at temperatures below 1000 K in shock tubes (not shown). Due
the fact that a large number of data points in subset (2) reflect



Fig. 15. Frequencies of sensitivity coefficients of reaction H + HO2 = OH + OH for various types of measurements. The sensitivity analysis for this reaction was performed with
the mechanisms NUIG-NGM-2010, Kéromnès-2013, SanDiego-2014, GRI3.0-1999, SaxenaWilliams-2006 and Sun-2007. The experimental conditions are given for each type
of measurement.

Fig. 16. Frequencies of sensitivity coefficients of reaction CO + HO2 = CO2 + OH for various types of measurements. The sensitivity analysis for this reaction was performed
with the mechanisms NUIG-NGM-2010, Kéromnès-2013, SanDiego-2014, GRI3.0-1999, SaxenaWilliams-2006 and Sun-2007. The experimental conditions are given for each
type of measurement.
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experiments at low temperature and as a consequence of the
results for RCM data found in Section 6.1, a link between the chosen
rate coefficient and the performance of the mechanism at these
conditions can be established. Although the most apparent for this
particular reaction, similar links can be identified for other
reactions whose parameterizations were compared in this work.
Typically, the best performers possess relatively similar reaction
rate coefficients.

Similar to Fig. 12, rate coefficients for the reactions of the 2nd

group are visualized in Fig. S22 in the Supplemental Material,
which can be interpreted in a similar manner. Most mechanisms
include similar rate coefficients for H2 + O = H + OH, with the least



1810 C. Olm et al. / Combustion and Flame 162 (2015) 1793–1812
differences in a temperature interval from about 1200 K to 1700 K.
Below this, some of the bad performers (Dagaut-2003, Rasmussen-
2008, Sun-2007 and Zsély-2005) have lower k values, while only
CRECK-2012 lies above the majority of the mechanisms. The best
agreement of the mechanisms with respect to CO + O2 = CO2 + O
can be found at high temperatures (except Zsély-2005), while the
lower the temperature, the more the graphs scatter, with Rasmus-
sen-2008 and Starik-2009 being the negative and positive
extremes. For H2O2 + H = H2 + HO2, many mechanism developers
adopted the rate coefficients of previous studies, resulting in
groups of coinciding graphs. A number of mechanisms including
almost all bad performers (Starik-2009, Rasmussen-2008, Sun-
2007, Ahmed-2007, Zsély-2005, Dagaut-2003) show the most devi-
ating trends, both in their low k values at high temperatures as
well as in their comparatively low activation energies and there-
fore shallower curves. Again, a link between low-temperature per-
formance and the chosen rate coefficient seems justified. While
most low-pressure limit rate coefficients of H2O2 (+M) = OH + OH
(+M) overlap (with some spread at very high temperatures
>2000 K), Zsély-2005 has much higher k values than all other
mechanisms. For Dagaut-2003, no separate low-pressure limit
was defined, instead the pressure-independent reaction H2O2 =
OH + OH was plotted in the bottom right panel, which is unsurpris-
ingly far off the other the graphs.

In the next step, the results of local sensitivity analyses of the
six selected mechanisms shall be discussed. In Figs. 13–16, the dis-
tributions of the sensitivity coefficients for the reactions in the first
group with respect to all seven data subsets are shown. It is worth
emphasizing that the sensitivity coefficients highly depend on the
experimental conditions, which can differ largely among the types
of measurements and facilities, e.g. between shock tubes and
RCMs. In other words, different sub-chemistries can be important
at various conditions across all types of measurements. Therefore,
the ranges of experimental conditions provided in Figs. 13–16 for
each data subset should be read together with the graphs.

As observed in Fig. 13, the chain-branching step H + O2 = O + OH
has a promoting effect on the overall reactivity at all combustion
conditions. An increase of the rate coefficient of this reaction leads
to shorter ignition delays (negative S values for ST/ST-VTIM and
RCM), faster flame propagation (positive S values for flames) and
lower concentrations of reactant species CO and O2 (negative S val-
ues, i.e. faster consumption) as well as a faster build-up of the prod-
uct species CO2. However, the relative importance of this reaction
varies depending on the data subset and their respective conditions
and also among the mechanisms. While H + O2 = O + OH is almost
always the most influential one at RCM and especially ST condi-
tions, at typical flame conditions it competes with other reactions
in flames, leading to a broader and shifted distribution of the S val-
ues. The most notable exception from these observations is the Sun-
2007 mechanism, for which H + O2 = O + OH is strongly promoting
on He-containing flames. An explanation for the below average per-
formance of this mechanism for He-containing flames as it was
described in Section 6.2 may be found here. Similar evaluations of
the results of sensitivity analyses were performed for the compari-
son of hydrogen combustion mechanisms [2]. Although a plot cor-
responding to Fig. 13 in this study for H + O2 = O + OH was
unfortunately not presented there, Fig. 13 can be compared to the
numerical values summarized in Tables G1–G5 (columns ‘‘R1’’)
found in the Supplementary Material of [2]. It can be seen that
the relative importance H + O2 = O + OH is lower in hydrogen com-
bustion compared to syngas at RCM and flow reactor conditions,
while it influences flame propagation stronger for pure H2. As a con-
clusion from this, a quantitatively different effect of modifying the
rate coefficient H + O2 = O + OH can be expected for hydrogen and
syngas combustion simulations, which gives rise to the usefulness
of mechanism development approaches that do not only feature
the improvement of rate coefficients for one combustion system
of interest, but also consider hierarchically lower systems such as
pure hydrogen.

In contrast, reaction CO + OH = CO2 + H is mainly important in
flames, as the sharp peaks toward large positive S values in
Fig. 14 show. While this reaction step is very important at least
for some of the shock tube data points and ranked 3rd to 5th overall
for all mechanisms, it does not even appear in the top 10 of the most
sensitive reactions for four mechanisms at RCM conditions and for
the other mechanisms it is not very highly ranked either. This limits
the informative value of the RCM-related graphs in Fig. 14, where
typically two peaks around S = 0 can be observed, i.e. the S values
are typically small, but also non-zero, hence, the reaction is not
completely insensitive. For all concentration profiles, this reaction
is somewhat important as well. Note that for the two mechanisms
that used multiple duplicates for this reaction, only the most sensi-
tive branch was chosen for plotting in Fig. 14.

As Fig. 15 shows, the sensitivity of reaction H + HO2 = OH + OH is
also very dependent on the chosen data subset (i.e. the conditions in
the experiments). While in flames chain-branching via the reaction
of the radicals H and HO2 is rather important, it only plays a second-
ary role for the accurate prediction of species profiles and ignition
delay times. The histograms for both flame data subsets are rela-
tively scattered when comparing them with each other, i.e. the rel-
ative importance of this reaction differs. This is a rather surprising
fact, since Fig. 12 showed that for the creation of four of the six
mechanisms (the Galway mechanisms NUIG-NGM-2010 and
Kéromnès-2013 as well as SanDiego-2014 and SaxenaWilliams-
2006, both published by the San Diego group), identical rate coeffi-
cients were chosen. This means that other rate coefficients were
modified during the development of the newer mechanisms, which
indirectly increased or decreased the concentrations of the radicals
reacting in reaction H + HO2 = OH + OH.

Reaction CO + HO2 = CO2 + OH (Fig. 16) strongly affects the pre-
diction of RCM ignition delays, while it is of little relevance at
flame conditions. The relative importance of this reaction for shock
tube ignition delays and concentration profiles depends on the
mechanism and is stronger for the San Diego mechanisms and
GRI3.0-1999, the latter being the mechanism that responds the
strongest to changes of the rate of CO + HO2 = CO2 + OH.

It is apparent that it becomes more difficult to extract meaning-
ful information from analyses of sensitivity coefficients the lower
their actual values are, which is why we shall not discuss reactions
of the 2nd group in great depth (the corresponding figures can be
found in the Supplementary Material, Figs. S23–S26). Reaction H2 -
+ O = H + OH is as important as some of the reactions in the first
group at certain conditions (Fig. S23). For all subsets related to spe-
cies profiles, Mexican hat-shaped curves can be observed for
CO + O2 = CO2 + O, which means that the reaction is either not at
all or very important, depending on the specific condition in the
respective experiments (see Fig. S24). The two remaining reactions,
H2O2 + H = H2 + HO2 and H2O2 (+M) = OH + OH (+M), both includ-
ing hydrogen peroxide, are mainly sensitive at RCM conditions,
and partially for the shock tube subset. The significantly deviating
histograms for the NUIG-NGM-2010 mechanism with respect to
H2O2 + H = H2 + HO2 are due to its unusually low sensitivity toward
this reaction, which is even more interesting when bearing in mind
its outstanding overall performance.

As some of the above examples showed (e.g. the varying rela-
tive importance of H + HO2 = OH + OH despite the use of identical
rate coefficients), a comprehensive comparison of sensitivity coef-
ficients can be a useful tool to determine indirect effects of param-
eter modifications in addition to the quantification of the
mechanism performance discussed in the previous sections. With
such analyses, model developers are enabled to identify influential
reactions in their mechanisms and by comparing both, rate coeffi-
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cients and relative sensitivities, the effect of changing a parameter
on various observables can be pre-estimated, with the ultimate
goal of achieving a better agreement with the measured data. Fig-
ure 12 illustrated that the rate coefficients implemented in the
investigated mechanisms can vary significantly. Additional theo-
retical calculations and experimental determinations of the reac-
tion rate coefficients can contribute to the establishment of more
reliable and robust kinetic parameters.
7. Conclusions

An accurate description of the combustion of syngas is impor-
tant from both scientific and industrial viewpoints [1]. An excellent
review [18] was elaborated recently in which new developments in
this field are discussed. However, a comprehensive investigation
and comparison of all recent syngas combustion mechanisms has
not been published.

Figure 11 summarizes the absolute deviation values for the var-
ious types of measurements. On average, a trend toward under-
prediction of concentration profiles can be observed. As stated in
Section 6.3 and shown in Figs. S2c and S10, the type of under- or
over-predicting behavior depends on the measured profile and
partially on the experimental facility. Hence, this average under-
prediction is a result of the dominance of measured species such
as CO, O2 and H2 and despite that opposite trends were obtained
for shock tube data. For both ignition delay times and flame veloc-
ities, a weak majority tends to over-prediction (i.e. slower ignition
and faster flame propagation), however, other mechanisms (e.g.
CRECK-2012) show the complete opposite trend. From a model
development standpoint, it is nevertheless important to know
about these general trends in order to choose appropriate reaction
rate coefficients for counter-balancing.

As shown in Sections 6.1–6.3, the best mechanism for the repro-
duction of ignition delay times is the Li-2015 mechanism, for
flames it is the Davis-2005 mechanism, and for concentration pro-
files the NUIG-NGM-2010 mechanism. Several mechanisms do not
perform properly at non-stoichiometric conditions, at high initial
temperatures in flames, at low temperatures in shock tubes, and
at high pressures. The majority of the published mechanisms are
not suitable for an accurate reproduction of RCM-VTIM data. Inves-
tigations of the performance at various experimental conditions,
such as those presented in the previous chapters, may help the
selection of a mechanism for simulations to be carried out at given
industrial conditions.

Figure 10 shows the overall performance of each mechanism,
tested against all collected experimental data (black open squares).
There is a noticeable improvement of the accuracy over calendar
time, though some of the overall best mechanisms were published
between 2005 and 2007. Currently, the most accurate mechanism
for modeling syngas combustion is the NUIG-NGM-2010 mecha-
nism, but Kéromnès-2013, Davis-2005, Li-2007 and USC-II-2007
have a similarly good performance, considering all types of exper-
imental data. It is pertinent to note that three of these best syngas
mechanisms include the top three for hydrogen combustion
(Kéromnès-2013, NUIG-NGM-2010, Li-2007), while Davis-2005
and USC-II-2007 just take average positions there [2]. Other mech-
anisms may only excel in certain categories and are not able to pro-
vide general reliability across the various types of measurements.
Figure S13 in the Supplementary Material shows the overall com-
parison results in the same manner, except that all data points (i.e.
also the measurements in He-containing diluents) are covered. The
trends and absolute values of E are similar to those in Fig. 10.

Testing 16 recent syngas mechanisms against virtually all
experimental data that were published for syngas combustion we
pursued the following major goals:
(i) Identification of generally well performing mechanisms and
those that are only good at certain conditions or for certain
types of experiments.

(ii) Identification of potentially wrong data due to large experi-
mental uncertainties and/or systematic errors. These data
cannot be reproduced by any of the investigated mecha-
nisms while other measurements at similar conditions can
be matched better.

(iii) Identification of problematic regions of operating conditions
that cannot be well reproduced with even the latest and most
advanced syngas combustion mechanisms. These conditions
require further attention in mechanism development.

(iv) Investigation of the impact of data filtering and weighting on
the performance of syngas mechanisms, overall and relative
to each other.

(v) Identification of possible explanations for the different per-
formances of the mechanisms in their detailed chemistries
via sensitivity analyses.
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