ABSTRACT: The optimization of a kinetic mechanism of the pyrolysis of ethyl iodide was carried out based on data obtained from reflected shock wave experiments with H-ARAS and I-ARAS detection. The analysis took into account also the measurements of Michael et al. (Chem. Phys. Lett. 2000, 319, 99–106) and Vasileiadis and Benson (Int. J. Chem. Kinet. 1997, 29, 915–925) of the reaction $\text{H}_2 + \text{I} = \text{H} + \text{HI}$. The following Arrhenius parameters were determined for the temperature range 950–1400 K and the pressure range 1–2 bar: $\text{C}_2\text{H}_5\text{I} \rightarrow \text{C}_2\text{H}_5 + \text{I}$: $\log_{10}(A) = 13.53$, $E/R = 24,472$ K; $\text{C}_2\text{H}_5\text{I} \rightarrow \text{C}_2\text{H}_4 + \text{HI}$: $\log_{10}(A) = 13.67$, $E/R = 27,168$ K, $\text{H} + \text{HI} \rightarrow \text{H}_2 + \text{I}$: $\log_{10}(A) = 13.82$, $E/R = 491$ K; $\text{C}_2\text{H}_5\text{I} + \text{H} \rightarrow \text{C}_2\text{H}_5 + \text{HI}$: $\log_{10}(A) = 15.00$, $E/R = 2593$ K (the units of $A$ are cm$^3$, mol, s). The joint covariance matrix of the optimized Arrhenius parameters was also determined. This covariance matrix was converted to the temperature-dependent uncertainty parameters $f$ of the rate coefficients and also to the temperature-dependent correlation coefficients between pairs of rate coefficients. Each fitted rate coefficient was determined with much lower uncertainty compared to the estimated uncertainty of the data available in the literature.

INTRODUCTION

Ethyl iodide is widely used as a precursor for hydrogen atoms in shock tube experiments, and applications have been reviewed in a previous publication [1]. For typical experiments with detection by atomic resonance absorption (initial concentrations <5 ppm and time resolution >10 µs), it is usually assumed that $\text{C}_2\text{H}_5\text{I}$ decomposes instantaneously when the applied temperature is higher than 1200 K. However, in experiments with short observation times and high time resolution the decomposition of $\text{C}_2\text{H}_5\text{I}$ can be temporally resolved even at much higher temperatures. In general, however, it is necessary to model the decomposition of $\text{C}_2\text{H}_5\text{I}$ at temperatures lower than 1200 K to accurately account for secondary reactions as the precursor is consumed. This means that at some experimental conditions, the bimolecular reactions that follow the $\text{C}_2\text{H}_5\text{I}$ decomposition are no longer negligible. In this case, the reaction mechanism used for the interpretation of the shock tube
Table I Initial Reaction Mechanism and Kinetic Data Taken from [1] and the Optimized Arrhenius Parameters

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Initial Model</th>
<th>Optimized Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\log_{10}(A)$</td>
<td>$E/R$</td>
</tr>
<tr>
<td>R1: $C_2H_4I \rightarrow C_2H_3 + I$</td>
<td>13.00</td>
<td>23,200</td>
</tr>
<tr>
<td>R2: $C_2H_5 + M \rightarrow C_2H_4 + H + M$</td>
<td>18.00</td>
<td>16,800</td>
</tr>
<tr>
<td>R3: $C_2H_4I \rightarrow C_2H_2 + HI$</td>
<td>13.23</td>
<td>26,680</td>
</tr>
<tr>
<td>R4: $H + HI \rightarrow H_2 + I$</td>
<td>13.68</td>
<td>330</td>
</tr>
<tr>
<td>R5: $C_2H_4I + H \rightarrow C_2H_3 + HI$</td>
<td>15.62</td>
<td>3,940</td>
</tr>
</tbody>
</table>

Arrhenius parameters of reaction (R2) were not changed during the optimization. The units are mol, cm$^3$, s, K.

The experiments has to be extended with the submechanism for the ethyl iodide pyrolysis.

In the present work, the rate parameters of the ethyl iodide thermal decomposition mechanism were determined by fitting the Arrhenius parameters to shock tube experimental data. The method applied for the determination of the rate parameters for the reaction mechanism, by fitting several rate parameters simultaneously to a large amount of experimental data, has been described in our previous publications [2,3].

**SHOCK TUBE EXPERIMENTAL DATA AND THE INITIAL REACTION MECHANISM**

The experiments were conducted in a stainless steel shock tube behind reflected shock waves at temperatures between 957 and 1397 K and pressures between 1.3 and 1.8 bar with argon as bath gas. Since our experimental approach has been described in more detail elsewhere [1], only a brief outline is given here. The initial concentration of $C_2H_4I$ was in the range (2.1–6.6) $\times 10^{13}$ cm$^{-3}$, and a summary of the experimental conditions is presented in Table 1 of the Supporting Information. The thermal decomposition reaction behind the reflected shock wave was monitored using ARAS (atom resonance absorption spectroscopy): H-ARAS (in 23 cases) and I-ARAS (in six cases) at wavelengths of 121.6 and 183 nm, respectively. In each experiment, the hydrogen and iodine atom concentration profiles consisted of about 4500 data points. The concentration of the hydrogen atom was calibrated with the well-known $N_2/O/H_2$ reaction system [4–6], and the iodine atom concentration was calibrated by means of the thermal decomposition of $CH_3I$ [1,7].

In [1] the following reaction mechanism was used for the interpretation of the experimental data:

$$C_2H_4I \rightarrow C_2H_4 + HI$$ (R1)
$$C_2H_5 + M \rightarrow C_2H_4 + H + M$$ (R2)

Under our conditions, the rate coefficients of the ethyl iodide decomposition reactions are likely to be close to their high-pressure limits, and no significant pressure dependence at pressures between 1.3 and 4.4 bar was found in our earlier experimental study [1]. All experiments considered here were carried out in the pressure range of 1.3–1.8 bar, and no influence of pressure is expected in such a small range. Accounting for pressure dependences is beyond the scope of the present work.

Since reaction (R2) is much faster than reaction (R1), the rate coefficient of reaction (R1) can be determined from the initial rise of the H atom concentrations obtained from the H-ARAS measurements at the corresponding temperatures. In [1], these values were fitted with a two-parameter Arrhenius expression in the temperature range 950–1130 K. Arrhenius expressions for reactions (R3) and (R5) were obtained from transition state theory calculations. Finally, the Arrhenius parameters for reactions (R2) and (R4) were acquired from the data evaluations [8] and [9], respectively.

The model suggested in [1] reproduced the ARAS measurements basically right; therefore, the above mechanism (also listed in Table I) was used as the initial model of the parameter optimization. The experimental data were evaluated using our previously published methods [2,3]. Using this approach, not only the H-ARAS but also the I-ARAS measurements could be utilized. Also, much more mechanistic information could be obtained from the same set of experimental data.

**SELECTION OF PARAMETERS FOR OPTIMIZATION**

The experimental conditions and the results of the shock tube experiments were encoded in PrIMe...
format [10] XML files, and these input files were utilized by our programs. Selection of the rate parameters for optimization was based on local sensitivity analysis of the initial model. The normalized sensitivity coefficients for the simulated H-atom or I-atom concentration–time profiles were calculated at the experimental conditions with respect to Arrhenius parameter $A$ of each reaction step. Reaction steps (R1) and (R3)–(R5) had highly sensitive $A$ factors at several different experimental conditions. Note that reaction (R2) also showed high sensitivity in certain short-time intervals at some experimental conditions, but trial fittings indicated that the Arrhenius parameters of this reaction cannot be determined from the current set of experimental data. The temperature dependence of the corresponding rate coefficients was described with Arrhenius parameters $A$ and $E$; therefore, these eight (4 × 2) Arrhenius parameters were fitted to the experimental data.

**UTILIZING EXTERNAL MEASUREMENTS OF THE RATE COEFFICIENTS**

The data-processing algorithm as described in [2] and [3] includes that the results of indirect measurements (like H and I atom concentration profiles in this case) can be used together with the results of measurements for the determination of the rate coefficients from the literature. A comprehensive literature search was carried out for the measured rate coefficients of the four selected reactions. For reactions (R1), (R3), and (R5), the rate coefficients found were determined at very different temperatures. For reaction (R4), Michael et al. [11] measured the rate coefficient of the reverse ($\text{H}_2 + \text{I} \rightarrow \text{H} + \text{HI}$) reaction in the temperature range of 1755–2605 K using shock tube with I-ARAS detection. The 13 measured rate coefficient values were converted to the forward rate coefficients using the program MECHMOD [12] based on the thermodynamic data. Vasilieadias and Benson [13] measured the rate coefficient of reaction (R4) at 298 K using a very-low-pressure reactor technique and mass spectrometric detection. These rate coefficients were also handled as experimental data during the optimization.

**RANGE OF UNCERTAINTY OF THE ARRHENIUS PARAMETERS TO BE FITTED**

An important step of the optimization procedure is the a priori determination of the temperature-dependent uncertainty limits of the rate coefficients. The uncertainty of the rate coefficient in a range of temperature determines the allowed values of the Arrhenius parameters. For several rate coefficients, many experimental data are available in the literature and therefore the probability density function (pdf) of the rate coefficient can be estimated. This pdf for the rate coefficient at several temperatures determines the pdf of the Arrhenius parameters, thus defining the allowed region of Arrhenius parameters [14].

Knowing the range of uncertainty of the rate parameters is needed for two reasons: If an optimization procedure predicts rate parameters outside the physically realistic domain, then the initial mechanism is not complete, the experimental data are faulty, or the optimization method was not used properly. Also, our optimization procedure uses a global optimization method and it searches the global optimum within the assumed domain of uncertainty of the parameters.

Of the four reaction steps investigated, it was only the rate coefficient of reaction (R4) for which several experimental determinations were carried out near the temperature range of our shock tube experiments, and, therefore, the statistical method [14] for the determination of the domain of uncertainty of the Arrhenius parameters could be used for this reaction only. The corresponding measured rate coefficients were collected from the NIST Chemical Kinetics Database [15]. In the temperature range 700–1000 K, the upper and lower limiting rate coefficient values (denoted by $k_{\text{upper}}$ and $k_{\text{lower}}$, respectively) were determined. The rate coefficient published by Bentz et al. [1] was selected as the temperature-dependent mean rate coefficient value $k^0(T)$, and the limiting values were chosen symmetrically around it in such a way that they included the results of Baulch et al. [9], Lorenz et al. [16], and Sullivan [17]. This allowed the calculation of the temperature-dependent uncertainty parameter values $f(T)$ using the following equation:

$$f(T) = \max(\log_{10} k^{\text{upper}}(T) - \log_{10} k^0(T),$$

$$\log_{10} k^0(T) - \log_{10} k^{\text{lower}}(T))$$

where $k^0(T)$ is the rate coefficient at temperature $T$ as used in the initial mechanism. The $f(T)$ points were determined at several temperatures, and the elements of the a priori covariance matrix of the Arrhenius parameters were fitted to these points using the algorithm of Nagy and Turányi [14]. The results are presented in Fig. 1. The $f(T)$ values in the temperature range of the measurements (950–1400 K) were calculated from the fitted a priori covariance matrix.

For reactions (R1), (R3), and (R5), not enough experimental data were available to handle the rate coefficients in a statistical manner. For these reactions, a
temperature independent uncertainty parameter $f = 0.5$ was selected, which means that the rate coefficient was considered to be uncertain within one order of magnitude around the value used in the initial mechanism. This uncertainty range of the rate coefficients defines the range of acceptable Arrhenius parameters.

**MECHANISM OPTIMIZATION**

The details of the mechanism optimization procedure have been described in our previous publications [2, 3], and a brief summary is given here. The following objective function was used:

$$
E (p) = \sum_{i=1}^{N} E_i (p) = \sum_{i=1}^{N} \frac{1}{N_i N_i} \sum_{j=1}^{N_i} \left( \frac{Y_{ij} \exp (p) - Y_{ij} \exp}{\sigma (Y_{ij} \exp)} \right)^2
$$

where

$$
Y_{ij} = \begin{cases} 
Y_{ij} \quad &\text{if } \sigma (Y_{ij} \exp) \approx \text{constant} \\
\ln Y_{ij} &\text{if } \sigma (\ln Y_{ij} \exp) \approx \text{constant}
\end{cases}
$$

The parameter vector $p$ includes the Arrhenius parameters of the selected reactions. Experimental result $Y_{ij} \exp$ may be a measured concentration or a published rate coefficient $k$ measured at given conditions (e.g., temperature, pressure, and bath gas). In this equation, $N$ is the number of measurement series and $N_i$ is the number of data points in the $i$th measurement series. The value $Y_{ij} \exp$ is the $j$th data point in the $i$th measurement series.

The corresponding modeled value $Y_{ij} \mod (p)$ belonging to parameter set $p$ can be obtained by calculating the rate coefficient at the given temperature (and pressure, bath gas, etc.), or by carrying out a simulation with chemical kinetic codes using an appropriate detailed mechanism. The importance of the $i$th measurement series can be changed by using individual weight $w_i$. In this work, unit weights were used.

The objective function can be transformed into a simpler form by introducing a single index $k$, which runs through all data points of all measurement series. A new unified weight $\mu_k = w_k/N_i$ is used for each data point, which further simplifies the objective function:

$$
E (p) = \sum_{k=1}^{N} \mu_k \left( \frac{Y_{k} \mod (p) - Y_{k} \exp}{\sigma (Y_{k} \exp)} \right)^2
$$

This equation can be condensed by introducing matrix—vector notation:

$$
E (p) = (Y_{\mod} (p) - Y_{\exp})^T W \Sigma_Y^{-1} (Y_{\mod} (p) - Y_{\exp})
$$

Matrices $W$ and $\Sigma_Y$ are the diagonal matrices of weights $\mu_i$ and variances $\sigma_i^2 (Y_{ij} \exp)$, respectively. The covariance matrix of the fitted parameters $\Sigma_p$ was estimated [2] using the following equation:

$$
\Sigma_p = [(J_o^T W \Sigma_Y^{-1} J_o)^{-1} J_o^T W \Sigma_Y^{-1}] \times (\Sigma_Y + \Sigma_\Delta [(J_o^T W \Sigma_Y^{-1} J_o)^{-1} J_o^T W \Sigma_Y^{-1}]^T)
$$

where $\Sigma_\Delta \approx \Delta Y \Delta Y^T$, $\Delta Y \approx \bar{Y}_{\mod} - Y_{\exp}$. Matrix $J_o$ is the derivative matrix of $Y_{\mod}$ with respect to $p$ at the optimum.

The diagonal elements of matrix $\Sigma_p$ are the variances of parameters $\sigma^2 (p_i)$. The off-diagonal elements are covariances $\text{cov} (p_i, p_j) = r_{p_i, p_j} \sigma_{p_i} \sigma_{p_j}$; therefore, the correlation coefficients $r_{p_i, p_j}$ can be calculated from the off-diagonal element and the standard deviations:

$$
r_{p_i, p_j} = \frac{\Sigma_p}{}$$

Covariances of the logarithm of the rate coefficients at temperature $T$ can be calculated in the following way:

$$
\text{cov} \left( \ln k_i (T), \ln k_j (T) \right) = \Theta^T \sigma_{p_i, p_j} \Theta
$$

Here $\Theta = (1, \ln (T), -T^{-1})^T$, $p_i = (\ln A_i, n_i, E_i / R)^T$, and $\sigma_{p_i, p_j}$ denotes a block of matrix $\Sigma_p$ that contains
the covariances of the Arrhenius parameters of reactions $i$ and $j$. This equation provides variance $\sigma^2 (\ln k_i(T))$ if $i = j$.

In high-temperature gas kinetics, the uncertainty of the rate coefficient at given temperature $T$ is usually defined by uncertainty parameter $f$ (see, e.g., [8]) in the following way:

$$f(T) = \log_{10} \left( \frac{k^0(T)}{k^{\min}(T)} \right)$$

$$= \log_{10} \left( \frac{k^{\max}(T)/k^0(T)}{k^{\min}(T)/k^0(T)} \right)$$

where $k^0$ is the recommended value of the rate coefficient and values below $k^{\min}$ and above $k^{\max}$ are considered to be very improbable. Assuming that the minimum and maximum values of the rate coefficients corresponds to $3\sigma$ deviations from the recommended values on a logarithmic scale, uncertainty $f$ can be obtained [18] at a given temperature $T$ from the standard deviation of the logarithm of the rate coefficient using the following equation:

$$f(T) = 3\sigma \left( \log_{10} k \right) = \frac{3}{\ln 10} \sigma (\ln k)$$

The optimization of the model for the pyrolysis of ethyl iodide was based on 29 ARAS measurements, the measured rate coefficient of reaction (R4) by Vasileiadis and Benson [13] and the 13 measured rate coefficients for the reverse reaction of (R4) from Michael et al. [11]. We assumed that the measured hydrogen and iodine concentrations have absolute errors ($\sigma(y_{ij}) \approx$ constant), and the measured rate coefficients have relative errors ($\sigma(\ln k^{exp}) \approx$ constant). The assumed standard deviations of the concentration measurements are listed in Table 1 of the Supporting Information and were deduced from the scatter of the data points at linear sections of the curves occurring at longer timescales. The rate coefficient measurements of Michael et al. [11] were assigned a relative uncertainty of 13.5%, which corresponds to a standard deviation of $\sigma(\ln k^{exp}) = 0.135$. This standard deviation was deduced from the scatter of the measured rate coefficients. The rate coefficient measured by Vasileiadis and Benson [13] was assigned an uncertainty of 10% based on the authors’ estimation.

Initially 5000 Arrhenius parameter sets were generated within their range of uncertainty, the parameter set giving the lower objective function was selected, and the range of uncertainty of the determined Arrhenius parameters was calculated using statistical methods [2]. Next, 500 parameter sets were selected within this narrower uncertainty region, and the procedure was repeated until the value of the objective function decreased negligibly. Starting from this point, a local minimum search was carried out using the fminsearch function of MATLAB. Note that the optimum identified by this local search was very close to the minimum found by the global minimization process. The objective function values belonging to the initial and the optimized models are given in Table II. Owing to the optimization, the description of the ARAS measurements significantly improved, and the rate coefficient measurements from [11] could also be well described.

Figures 2a and 2b show two typical measurements and their simulation with the original and optimized model. Table I shows the original and optimized values of the Arrhenius parameters.

Figure 3 shows that the optimized rate coefficients are within their a priori determined uncertainty ranges in temperature range 950–1400 K and could be determined with high accuracy. Figure 4 compares our results with the rate coefficient expressions previously published in the literature for reactions (R1) and (R3)–(R5). These figures include data from both experimental and theoretical works. Some data were originally obtained for the rate coefficient of the reverse reaction, and these data were transformed to the forward rate coefficient using the thermodynamic data. For reactions (R1) and (R3), the data of Yang and Tranter [19] correspond to their rate coefficient expression extrapolated to infinite pressure (see the rate expression at the bottom of p. 439 in [19]). Yang and Tranter [19] determined the sum of the rate coefficients of reactions (R1) and (R3) in the temperature range of 1150–1870 K and calculated the individual (R1) and (R3) rate coefficients using a temperature independent branching
Figure 2  Experimental data of two ARAS measurements and the corresponding simulation results. Black dots: measured values, blue line: original model, red line: optimized model. Experimental conditions for H-ARAS measurement (left plot): $T = 973$ K, $p = 1.7$ bar, $c_0(C_2H_5I) = 1.1 \times 10^{-10}$ mol cm$^{-3}$. Experimental conditions for the I-ARAS measurement (right plot): $T = 1084$ K, $p = 1.7$ bar, $c_0(C_2H_5I) = 6.5 \times 10^{-11}$ mol cm$^{-3}$.

ratio of 0.87, which had been suggested by Kumaran et al. [20]

For reaction (R5), our uncertainty region has an hourglass shape, which means that our rate coefficient has low uncertainty near 1000 K and rapidly increasing uncertainty toward both higher and lower temperatures. The reason is that the simulations of the H-ARAS measurements are most sensitive to the rate coefficient of R5 ($C_2H_5I + H \rightarrow C_2H_5 + HI$) at about 1000 K. The I-ARAS measurements were performed only above 1050 K and are less influenced by (R5). This reaction mostly affects the longer timescale decrease of the H concentration, which was not inspected in the higher temperature measurements. Also, at temperatures lower than 1000 K, the effect of reaction (R4) ($H + HI \rightarrow H_2 + I$) becomes comparable to (R5) in the H atom consumption and, therefore, the influence of (R5) is smaller at low temperatures.

The rate expression for reaction (R5) suggested by Yang and Tranter (see Table I in [19]) is mostly within our uncertainty bounds. Note that these Arrhenius parameters were fitted to their experimental data, but this rate coefficient was influential only in the first 2 $\mu$s of their experimental curves (see the comment on p. 441 in [19]). Yuan et al. [21] also measured the rate coefficient of reaction (R5), but in a different temperature region (295–624 K). Westbrook and Dryer [22] provided an estimation of the Arrhenius parameters of (R5), but it was not included in Fig. 4 as these values are without experimental background.

Figure 5 shows the $C_2H_5I$ decomposition branching ratio, $k_{R1}/(k_{R1} + k_{R3})$, from our optimized rate parameters. This branching ratio is 0.936 at 900 K, decreasing nearly linearly to 0.834 at 1400 K. The extrapolated branching ratio is 0.738 at 2000 K. Kumaran et al. [20] suggested a branching ratio of 0.87 $\pm$ 0.11 for the temperature range 950–2050 K. Yang and Tranter [19] accepted this ratio but noted that their experimental data could also be reproduced with any branching ratio higher than 0.87 (cf. the caption of Fig. 3 in [19]). Miyoshi et al. [23] carried out shock tube experiments coupled to I-ARAS detection in the temperature range of 950–1400 K and found a branching ratio of 0.92 $\pm$ 0.06. Weber et al. [24] investigated the thermal decomposition of $C_2H_5I$ in the temperature range 770–1200 K with flash pyrolysis and product detection by photoionization mass spectrometry. They determined a branching ratio of 0.7 $\pm$ 0.1. This means that the branching ratio obtained from our optimized rate coefficients is in good accordance with most previous measurements. Note that these experimental data belong to different pressure ranges indicated in the caption of Fig. 5; this also has to be taken into consideration in the comparison of the measured branching ratios.

An advantage of our approach is that the relation of the fitted parameters is also characterized. The joint covariance matrix of the optimized Arrhenius parameters was calculated, and it can be used to obtain both the $f(T)$ uncertainty functions and the correlation coefficients between pairs of rate coefficients. The covariance and correlation matrices are given in Tables 2 and 3, respectively, in the Supporting Information.

The $f(T)$ functions are shown in Fig. 6. These uncertainty parameters correspond to the following 1σ uncertainties of the rate coefficients: 2%–3% for reaction (R1), 6% for reaction (R4), 15%–25% for reaction (R3), and 5%–40% for reaction (R5).
The correlation coefficients of the rate coefficient pairs are shown in Fig. 7. Several of the correlation coefficients have an absolute value close to unity at a wide range of temperatures. The reason is that the H and I atom concentration profiles can be simulated similarly with different parameter sets. It is a challenge to provide an explanation for the temperature dependence of the correlation coefficients because they are determined from the H-ARAS and I-ARAS experiments and the measured rate coefficient values. The rate coefficient of each reaction step has a different effect on the simulation results related to the different types of measurements.

**SUMMARY**

The optimization of a kinetic model of the pyrolysis of ethyl iodide was carried out on the basis of reflected shock wave experiments with H-ARAS and I-ARAS detection [1], and rate coefficient measurements from Michael et al. [11], and Vasileiadis and Benson [13]. Arrhenius parameters $A$ and $E$ of the following four reactions were determined in the temperature range 950–1400 K and a pressure range of 1–2 bar: (R1): $C_2H_5I \rightarrow C_2H_5 + I$; (R3): $C_2H_5I \rightarrow C_2H_4 + HI$; (R4): $H + HI \rightarrow H_2 + I$; (R5): $C_2H_5I + H \rightarrow C_2H_5 + HI$. The simulation results obtained with the optimized...
Figure 4  Arrhenius plot for reactions (R1) and (R3)–(R5). The rate coefficient expressions determined in this work are plotted with thick red lines, and the corresponding uncertainty limits are given with blue dotted lines. The uncertainty limits are indicated only in the temperature range of our measurements (950–1400 K). The numbered thin lines show previously published rate coefficients: (1) Kumaran et al. [20] \((p = 0.1–0.7 \text{ bar})\), (2) Yang and Conway [25] \((p = 0.02 \text{ bar})\), (3) Shilov and Sabirova [26], (4) Ogg [27] \((p = 0.2 \text{ bar})\), (5) Sullivan [17] \((p = 0.2 \text{ bar})\), (6) Yang and Tranter [19] \((p = 0.07–0.16 \text{ bar}; \text{plotted values are the high-pressure extrapolation})\), (7) Benson and Bose [28] \((p = 0.08–0.25 \text{ bar})\), (8) Butler and Polanyi [29] \((p = 0.002–0.017 \text{ bar})\), (9) Michael et al. [11], (10) Vasileiadis and Benson [13], (11) Baulch et al. [9], (12) Lorenz et al. [16], (13) Sullivan [30], and (14) Yuan et al. [21]

Arrhenius parameters showed a significantly better agreement with the experimental results compared to the simulations performed with the initial parameters.

The joint covariance matrix of the optimized Arrhenius parameters was also determined. This covariance matrix was converted to the temperature-dependent uncertainty parameters \(f\) of the rate coefficients and also to the temperature-dependent correlation coefficients between pairs of rate coefficients. Each fitted rate coefficient was determined with higher accuracy compared to the data previously available in the literature.

The procedure used here is applicable to the interpretation of other shock tube experiments as well. In most current approaches, the rate coefficients found in the literature are either used as fixed values in a reaction mechanism or considered as initial values only and are
Figure 5  Branching ratio of the $\text{C}_2\text{H}_5\text{I} \rightarrow \text{C}_2\text{H}_5 + \text{I}$ (R1) and $\text{C}_2\text{H}_5\text{I} \rightarrow \text{C}_2\text{H}_4 + \text{HI}$ (R3) reactions, based on the optimized values of the rate coefficients. The dashed lines show the $3\sigma$ uncertainty limits. The shaded areas show the uncertainty ranges of the reported branching ratios in the corresponding temperature region: (1) 0.92 ± 0.06, Miyoshi et al. [23] ($p = 0.6–1.9$ bar); (2) higher than 0.87, Yang and Tranter [19] ($p = 0.07–0.16$ bar); (3) 0.87 ± 0.11, Kumaran et al. [20] ($p = 0.1–0.7$ bar); and (4) 0.7 ± 0.1, Weber et al. [24] ($p = 1.5$ bar).

Figure 6  Temperature-dependent $f$ uncertainty functions for the four optimized rate coefficient pairs.

Figure 7  Correlation coefficients of the optimized rate coefficient pairs.
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